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Critical analysis of query processing techniques for heterogeneous
environments

Ilaria Bartolini, Paolo Ciaccia, Alessandro Linari, Marco Patella

Abstract

This deliverable surveys the most important techniques for processing queries in hetero-
geneous environments. The accent is on those models and solutions that are suitable to be
applied in peer-to-peer scenarios. In particular, solutions are reviewed by considering their
capability to support one or more of the following query types: key-based, feature-based,
schema-based, and relevance-based.

1 Introduction

This deliverable presents the state of the art of query processing techniques for heterogeneous
environments, with a particular attention to models and solutions recently proposed for the
peer-to-peer scenario. In particular, this deliverable will not consider “classical” aspects, such
as problems of distributed query processing or mediator-based architectures (for a detailed survey
on these aspects we refer the reader to [50]).

The ultimate goal of the WISDOM project is to develop innovative solutions, based on domain
ontologies, for efficiently and effectively searching the Web. To this end, the WisDoM view is
to have a network of peers among which suitable semantic mappings are established.

In order to better understand which can be an effective approach to process queries in
such scenario, we conveniently distinguish the following basic types of queries that have been
considered in the literature:

Key-Based Search: The user provides the key (identifier) of the object to be retrieved; the
result consists of a single object and query processing for such queries involves searching
for a peer storing the requested object.

Feature-Based Search: Each object is described by way of a set of features (e.g., keywords)
and the user specifies the features that should be included in the resulting objects; the
result is a set of objects and processing the query means to retrieve all/some of the objects
containing/matching the requested features.

Schema-Based Search: Data have a schema and queries are posed against such schema, e.g.,
using an SQL-like syntax. Since different data sources can present different schemata
for their data, the main problem is now the integration of such schemata, possibly using
semantic information.

Relevance-Based Search: Each query induces an order on the data in the network, obtained
by measuring the relevance of each object to the query. The user can, thus, request for
the “best” objects with respect to the query. This is the most complex type of query
we consider, since processing such requests might require, besides the integration of data
coming from different peers, also the combination of different (local) ordering criteria.

In this report we survey:



e solutions based only on the structure of the underlying network (Section 2), that are able
to process key-based and, to a limited extent, feature-based queries;

e techniques that take into account the actual content of data sources and/or the semantics
of their relative schemata (Section 3), to fully support feature-based and schema-based
queries;

e methods for computing the relevance of objects and for integrating data ordered according
to different relevance criteria (Section 4).

2 Network-Based Query Processing

In this section, we survey query processing techniques that are based solely on the structure
imposed on the underlying network organization. In particular, we distinguish among unstruc-
tured and structured overlay networks: in a structured network, it is always possible to reach
a data instance if we know its identifier, whereas this might not be the case with unstructured
networks. From the point of view of query processing, structured network provide mechanisms
to discover the placement of a data item given the identifier, while unstructured network usually
include heuristics to find the requested data item without flooding the query to all the peers. In
this context, since the goal of query processing algorithms is to find the node(s) containing the
requested object (document), they are equivalent to routing algorithms, thus the two terms will
be interchangeably used in this section.

With respect to the logical organization of peers, both structured and unstructured networks
can be flat, if peers are on the same level, or hierarchical, if the topology consists in more than
one level.

2.1 Unstructured Networks

In unstructured networks the placement of a piece of data is completely uncorrelated to its
identifier; albeit, from the query processing point of view, this might be a drawback, because we
may have to search through the whole network for the node where the document we are searching
is located, the replication of commonly-used data, which is usually not allowed in structured
networks, can have a beneficial effect, because the search can be interrupted as soon as one
copy of the requested document is found. Typically, unstructured networks are characterized
by a high dynamicity and self-organization with respect to structured networks, since a node
joining or leaving the network has a small impact on the system performance and there is
almost no coordination in the way the topology is created. The complexity is slightly increased
in hierarchical super-peer networks networks (see Section 2.1.2), but this allows to achieve a
usually higher query recall. The advantages over structured networks include:

e in some networks, peers are extremely transient, thus the overhead needed to maintain the
overlay structure can be too heavy;

e the frequency of queries is not uniformly distributed (the 80-20 rule is still valid for peer-to-
peer systems), and very requested documents are usually well-distributed over the network:
routing algorithms for unstructured networks have good performance for well-replicated
documents;

e unstructured networks are not based on identifiers, thus they are able to process feature-
based queries (see Section 1) without much extra-effort.



2.1.1 Flat Unstructured Networks

In flat networks, all peers have a limited knowledge of the global topology, since they only
maintain a list of neighboring peers. Since documents are published on peers without any
knowledge of the underlying network topology, the only possible search algorithm is to recursively
request the document to neighbor nodes until a result is found. In particular, the neighboring
graph can be traversed by the query in a breadth-first (Gnutella) or in a depth-first (Freenet)
manner. Maintenance of the neighboring graph is usually very easy, since each peer discover its
neighbors in an incremental way as it contacts other peers during the search.

Gnutella The Gnutella (protocol 0.4) network [1], for the simplicity of its communication
protocol and for its widespread usage, is the most important unstructured network. When a
query originates at a node p, it is forwarded to all the neighbors of p. To avoid flooding the
whole network, Gnutella uses Time-To-Live (TTL) to control the maximum number of hops
that a query can be propagated to: this, inevitably, generates an horizon which, from the peer’s
point of view, partitions the network. Moreover, choosing the appropriate TTL value 6§ might
be a difficult problem: if # is too low, the requested document might not be reached even if it
exists somewhere in the network, while if 6 is too high, the network is unnecessarily burdened
for each query, since the request is forwarded to many nodes. One of the main drawbacks of the
Gnutella routing algorithm is that, once the request has been forwarded to neighboring nodes,
it cannot be stopped. For example, suppose that the neighboring list of node p include nodes n
and n/ (Figure 1): when a query ¢ is posed at p, p forwards it to both n and n’, which, in turn,
will forward it to their neighboring nodes; if a result is found at n, there is nothing we can do
to stop the flooding of requests starting from n’, thus a lot of work is wasted.

query ———
answer

Figure 1: Forwarding the query in Gnutella: the query originated in p and 6 = 3, thus node n”
does not forward the query.

Freenet To avoid the high overhead requested by the Gnutella protocol (a peer has to answer
all the requests of its #-neighbors in the network), Freenet [21] uses a depth-first traversal. At
every request, only a neighboring node is contacted and the query is forwarded to other nodes
until an answer is found or a maximum number of hops € is reached. In case the maximum
length is reached, the search is backtracked and the next neighbor in the list is contacted, until
either the requested document is found or the complete neighboring graph has been traversed.
Of course, this depth-first traversal of the network lightens the burden on each peer, because not
all nodes have to be contacted for every query, but response times might increase exponentially
in # and the query recall is lower with respect to the breadth-first case.
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Figure 2: Forwarding the query in Freenet: the requested document is found in node n; the
search fails at node n’ because the maximum TTL has been reached (§ = 4), and at node n”
because ¢ was already processed by n”.

Expanding Ring The Expanding Ring technique applies to Gnutella-like networks and was
presented in [55] and [82], where it is termed Iterative Deepening. Basically, it mimics the
Gnutella routing algorithm by using an increasing value of TTL until either the requested
document is found or the maximum TTL value 6 is reached. This, of course, has the goal to
improve searching performances, by reducing the number of messages for documents that can
be found close to the peer originating the query, i.e., for highly-replicated documents, at the
expense of a reduced speed for finding documents in farther nodes. In [55], it is experimentally
demonstrated that, even with low values of TTL, it is possible to achieve high recall rates,
thus incurring in a limited number of messages between network peers, particularly for common
documents. On the other hand, it is also shown that the network topology highly influences
performance, with random networks attaining the best results.

Directed Breadth-First Search The Directed Breadth-First Search (DBFS) technique [82]
tries to improve over Gnutella flooding by forwarding the query only to a selected number
of neighbors, that will then use the simple breadth-first strategy. This requires every peer to
maintain, for each neighboring peer, simple statistics, like the number of results received through
that neighbor for past queries. This aims at reducing the number of messages while keeping a
high quality of the result, since only “good” nodes are contacted. Several heuristics are proposed

in [82], like:
e select the neighbors that provided the highest number of results for previous queries;

e select the neighbors returning response messages whose path length is the shortest (thus,
nodes that are close to useful data);

e select the neighbors that forwarded the largest number of messages (thus, nodes that are
stable);

e select the neighbors having the shortest message queue (thus, nodes that are likely to route
our request sooner).

Random Walk The random walk [55] is a well-known technique, which forwards each requests
only to a set of m randomly chosen neighbors. The standard random walk (m = 1) is able to
reduce the number of messages by an order of magnitude with respect to the expanding ring
technique, for example, but response times are also increased by an order of magnitude. To
reduce the delay, usually m > 1 “walkers” are used. Such walkers are forwarded until a positive
answer is found or a maximum TTL has expired (see Figure 3). Other techniques for stopping
the walkers include checking back with the node that originated the request, to see if a result has



been found [55], or “coloring” the nodes traversed by a query, so that a walker can be stopped
when an already colored peer is reached [77]. This results in a lower number of messages,
compared to both the flooding and the expanding ring strategies [55].

query ——— (jﬁ

answer

Figure 3: The random walk technique: the requested document is found in node n; 2 “walkers”
are used and the maximum walker length is 6 = 3.

In [7], an adaptation of the random walk technique is proposed for power-law networks, where
the choice of the neighbor(s) to be contacted is biased to prefer high-degree nodes, i.e., peers
in high-concentrated areas. This, intuitively, should favor nodes connected to a high number
of other peers, and thus of documents, so that the probability of finding an answer increases.
However, this technique, as argued in [19], is likely to overload high-degree nodes, thus hindering
their capability of quickly finding results for every query.

2.1.2 Hierarchical Unstructured Networks

Hierarchical unstructured networks are usually organized as multi-level structures where each
level is an unstructured network. Nodes at level 0 of the hierarchy are regular peers, whereas
nodes in upper levels are called super-peers [83]. Each super-peer is a node that acts as a server
to a subset of client peers: such clients submit queries to their super-peer and receive results
from it. Because of this double nature of super-peers, super-peer networks are more properly
viewed as an hybrid between peer-to-peer networks and client-server systems.

Each super-peer, together with its associated client nodes, forms a cluster, and the maximum
size of such clusters is usually a system parameter (when the size equals 1, the network degenerate
to a pure peer-to-peer network). Super-peer nodes are connected to each other in a “regular”
network and route messages over this “upper-level” overlay network (see Figure 4). In line
of principle, the hierarchy can have more than 2 levels, thus we may have super-super-peers,
although this is rarely done.

Upon receiving a request from one of its client nodes, a super-peer should decide whether the
query can be resolved “within” the cluster or it has to be forwarded to other super-peers. For this
purpose, the super-peer should know the content of all the peers in its cluster, by maintaining
an index holding sufficient information to answer all possible queries (see Section 3).

The use of super-peers, which are usually fast and stable machines, aims to limiting flooding
to the super-peer overlay network and to increase the stability and the computational power of
the whole system. This comes at the price of an overhead needed for maintaining the index at
each super-peer (which is, however, small in comparison to the saving achieved in query costs).
Redundancy is also usually exploited to reduce the possible bottleneck deriving from a failure of a
super-peer: if clusters have s super-peers, the network is said s-redundant. Redundancy reduces



Figure 4: A super-peer network.

the load at each super-peer (queries can be served in a round-robin fashion), but increases the
overhead for maintaining the replicated index at each super-peer.

Super-peers are used in Gnutella (protocol 0.6) [1], where the overlay network follows a power-
law [7], in KaZaA [3] and iMesh [2], where the FastTrack protocol underlying both systems is
still largely unknown, and in Edutella [61], where super-peers are organized in an HyperCuP
structured network (see Section 2.2.1), making it a hybrid network [62].

2.2 Structured Overlay Networks

Structured networks are characterized by the placement of data being dependent on their iden-
tifier, i.e., the exact location of each data instance is stored by the peer that, according to a
particular algorithm, is responsible for it.

2.2.1 Flat Structured Networks

In flat structured networks, peers have all the same role and occupy equivalent positions in the
topology. Usually, the search space is partitioned among peers and each peer locally stores a list
of neighboring peers, i.e., peers associated to zones of the search space that are close to its zone.
The association between document identifiers and peers is usually performed using Distributed
Hash Tables (DHTS), i.e., hash tables that are distributed over the peers, and specific algorithms
are provided to modify the subdivision of the space over time, when peers join or leave the
network. When searching for the peer responsible for the searched data instance, neighboring
peers are contacted in an iterative way, until the goal peer is reached: the cost of searching
is usually logarithmic in the number of nodes in the network, and is thus very efficient [37].
However, since hashing functions hardly preserve locality, other search paradigms, like searching
for a key prefix or for keys similar to a given one, require additional techniques to be supported
(see Section 2.3).

Content-Addressable Networks The Content-Addressable Network (CAN) approach [67]
considers data keys as points in a d-dimensional Cartesian wrapped coordinate space, i.e., a d
torus. Each key is mapped to a point v in the coordinate space by way of a hash function,
and the space is partitioned among peers so that each peer stores the location of all documents
whose hashed key is located within its corresponding zone. When a document is requested at
a peer p, the corresponding point v is obtained by way of the hash function: if v falls within
the zone associated to p, then p can immediately fulfill the request; if v is owned by one of the



neighbors of p, the request is routed towards the correct neighbor; if, however, this is not the
case, the query should be forwarded through the CAN until the node storing the zone of v is
found.

In [67], a simple greedy routing algorithm is proposed for CANs, that follows neighbors having
coordinates closest to the coordinates of the zone containing the goal point v (see Figure 5 (a)).
It is also demonstrated that, when the space is partitioned into N zones (i.e., N peers are in
the CAN), the average routing path length is (d/4)(N'/%) and zones store just 2d neighbors.
To achieve a logarithmic routing length, which is clearly desirable in large networks, one should
consider d = log N dimensions. In [67], it is also argued that more complicated routing algorithm
should be adopted if one has to consider crashed neighboring nodes; such algorithms basically
mimic those used by unstructured networks, by recurring to flooding limited by a TTL.

Building a CAN involves the splitting of zones of the search space among network peers. In
particular, when a peer joins the CAN, four steps have to be performed:

1. the new peer should find a node already in the CAN;

2. using the CAN routing algorithm, a node should be found whose zone has to be split, e.g.,
by randomly choosing a point v in the d-dimensional space and contacting the peer whose
zone contains v;

3. the zone of the so-found peer is split between the two peers (this is done by assuming a
predefined ordering of the d dimensions, much as is done for k-d trees [12]);

4. finally, the neighbors of the split node should be informed that the new peer has to be
inserted in their list of neighbors; this only affects a number of nodes which is linear in d
(see Figure 5 (b)).
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Figure 5: A CAN with d = 2: (a) the routing path towards a goal document; (b) splitting zone
1, neighbor lists of nodes 1, 2, 4, and 5 should be updated.

CAN also includes a mechanism for peers to take over the zones of nodes that are leaving the
CAN: this is done by choosing one of the neighbors of the leaving peer and should also include
a protocol for discovering the failure of a peer or its unexpected leaving/crash.

Chord The Chord [74] protocol also uses hash functions to map keys to nodes in the network.
Each node is given an integer value, called the node identifier, and keys are mapped by way
of a consistent hashing to node identifiers. In particular, a key v is assigned to the first node
whose identifier is not lower than v (this is called the successor of v). The space of identifiers is



wrapped, so that all nodes are logically arranged in a ring of 2™ elements, where each connected
peer is mapped to an element and the successor of v can be found as the first node encountered
by visiting the ring clockwise and starting at v. The value of m is chosen so that 2™ is higher
than the maximum number of hashing values, V.
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Figure 6: A Chord network with m = 3, N = 3 nodes and 4 documents (a), the routing table
of node 0 is shown; the same network when a new node, with identifier n = 6, is added (b).

To find the node responsible for the hashed value of v, it is sufficient to maintain the successor
of each node, in order to be able to discover the successor of v: in the worst case, however, this
requires traversing all the nodes of the network. To avoid this linear search complexity, in Chord
it is proposed to keep additional routing information. In particular, a finger table of size m is
stored at each node such that the i-th entry in the table succeeds the node by at least 2¢~!
steps. Formally, if n is the node identifier, then the i-th entry in the table, s;, is computed as
s; = successor((n+2"1) mod 2™), i € [1,m]. The basic rationale is that the distance between
n and s;1 doubles with respect to the distance between n and s;. In order to find the key v,
node n should find the first node, in its finger table, whose identifier is not higher than v and
route the request to it. In this way, the search for the successor of v halves, at each step, the
search space, leading to a complexity which is logarithmic in the number of network nodes, with
high probability. For example, in Figure 6 (a), we have m = 3, thus the network can have a
maximum of 23 = 8 documents and nodes. Since only nodes 0, 1, and 3 are present, the finger
tables are as in Figure 7.

n=2>0 n=1 n=3
i n+27 T s i n+27 T s i n+27 T s
1 1 1 1 2 3 1 4 0
2 2 3 2 3 3 2 5 0
3 4 0 3 5 0 3 7 0

Figure 7: Routing tables of nodes in Figure 6 (a).

When a node joins the network, the finger tables should be updated to ensure correctness of
successors of all nodes and keys. In particular:

1. the finger table of the new node has to be initialized;

2. the finger tables of all existing nodes are (possibly) updated to reflect the addition of the
new node;

3. the new node n should receive, from its successor in the network, the keys that n is now
responsible for.



Referring to Figure 6 (b), we obtain the routing tables shown in Figure 8 (modified values with
respect to Figure 7 are highlighted in bold).

n=>0 n=1 n=3 n==~6
i n+27T s i n+27T ] s i n+27 T s i n+27 T s
1 1 1 1 2 3 1 4 6 1 7 0
2 2 3 2 3 3 2 5 6 2 0 0
3 4 6 3 5 6 3 7 0 3 3 3

Figure 8: Routing tables of nodes in Figure 6 (b).

In [74] it is demonstrated that this only require O(log? N) messages, where N is the number
of nodes in the network, that each node is responsible for at most O(%) keys, and that
O(V/N) keys are transferred when a node joins or leaves the network.

Pastry In the Pastry protocol [69], each network peer is associated to a unique numeric identi-
fier and the protocol is able to find, in logarithmic time, the node having the identifier closest to
a user-provided key. This allows, for example, to associate a hashed key to each document and
to replicate the document in the n Pastry peers having a node identifier which is numerically
closest to the document key, as in PAST [28].

To allow logarithmic search, each peer maintains a routing table consisting in logy, N rows
with 2° — 1 entries each, where N is the number of nodes in the network and b is a configuration
parameter. Each entry in the routing table of peer p contains the address of a node whose
identifier shares with the p’s identifier a prefix. In particular, the 2° — 1 entries at row ¢ of the
table, share with the identifier of p a prefix of length 4, but differ in the (i + 1)-th digit. Among
all the nodes in the network having such property, usually the closest nodes are chosen, so as to
preserve locality during the search.

To increase the locality of the search algorithm, a leaf set is also maintained besides the
routing table, containing the 2° network nodes having identifiers which are numerically closest
to the identifier of the current node. In this way, when a key v is requested at peer p, it is
first searched within the leaf set and, possibly, forwarded to the closest peer therein. In case v
is not covered by the leaf set, then the routing table should be used and the request is routed
towards the node that shares a common prefix with v which is longer than the prefix that p
and v have in common. In case such node is not found (or it has gone off-line), then a node is
chosen such that the common prefix with v has the same length as p, but is numerically close
to v (such node is always included in the leaf set). The complexity of this search is O(loggs V)
with high probability, thus the choice of the value of b has to trade off between the complexity
of the routing algorithm and the size of the routing table, which is loges N x (20 — 1).

The self-organization of the routing tables is needed when nodes join/leave the network.
In the case of a node joining Pastry, the new node is assigned an identifier v and it should
locate, using the above-described routing algorithm, the node n having the identifier closest
to v, by starting at a nearby node p. All the necessary information are then obtained by the
nodes encountered along the route between p and n, and the overall cost, in terms of exchanged
messages, is O(logos N). When a node p leaves the network, all the nodes referencing p should
update their leaf set or their routing table (possibly both): this is done by requesting the
necessary information from a node in the leaf set or in the appropriate row of the routing table,
respectively.

Kademlia The Kademlia [57] protocol is very similar to the one used in Pastry: there are
logos N rows in the routing table of each peer, and there are up to 20 — 1 nodes in each row.
However, differently from Pastry, here nodes at level 7 in the routing table of peer p are within
a XOR distance of [2¢,2¢"1 — 1] from a. This allows the same routing algorithms of Pastry to



Nodeld: 10233102

Routing table

02212102 | 1 22301203 | 31203203
0 11301233 | 12230203 | 13021022
10031203 | 10132102 | 2 10323302

10200230 | 10211302 | 10222302 | 3
10250322 | 10231123 | 10232301 | 3

10233002 | 1 10233231

0 102583120
2

Leaf set

10233033 | 10233021 | 10233120 | 10233230

Figure 9: The routing table of a Pastry node with ID=10233102, 6 = 2. The IDs of nodes in the
routing table have been highlighted to emphasize the common prefix (in italics) and the first

different digit (in bold); single digits in each row represent the corresponding value of the node
ID.

be used here, but when peer failures occur during the search, Kademlia is more efficient since
the XOR distance to the destination can still be reduced, e.g., by changing a lower order bit.
Multiple paths towards the destination can therefore exist and such paths have different length.

Tapestry In the Tapestry infrastructure [85], documents and peers are assigned identifiers
drawn from the same space. Each document, with identifier v, is assigned to a unique on-line
node, which is called the root of v: if a node exist whose identifier equals v, then this is the root
node, otherwise the node whose identifier is numerically close to v is chosen. The root node of
v is guaranteed to know the exact location of the document having key v. The routing mesh of
Tapestry is a neighboring graph that allows nodes to locate the root node of a given document
key v. The neighbor map of a peer p is a multi-level list of neighboring nodes: at the i-th level
of the list we find peers whose identifiers share with p’s identifier a prefix of length ¢ — 1; the
j-th element of such list, if present, is the peer closest to p having the digit j in position i, to
improve locality of the search algorithm (see Figure 10 (a)).

To search for a given key v, Tapestry looks for the root node of v. This equals to search, in
the current peer p, for the peer sharing the longest prefix with v and to route the request towards
such node. Eventually, the root node of v is reached, and the location of v is found in less than
log, N steps, where b is the number of different digits composing identifiers (see Figure 10 (b)).
When a digit cannot be exactly matched within a peer multi-level list, the peer looks for the
“closest” digit: this is called surrogate routing and still guarantees logarithmic search times.

Location of documents in Tapestry is facilitated by the publication algorithm, used by the
server sharing a document with key v to find the root node of v (see Figure 11). All the
nodes along the path between the server and the root of v store the address of the server so
that subsequent requests for v can stop before the root of v is actually reached. For example,
suppose that the peer s publish a document with key v, that peer n is on the route between
s and the root of v, and that peer p requests for such a document. If, on the route between p
and the root of v, the peer n is contacted, it can immediately route peer p to peer s, without
the need of contacting the root of v. Since the elements in the multi-level lists are close to each
other, this highly improve locality, because the closer a peer is to the peer sharing a document,
the sooner it will likely find a peer in the document publishing path.

Building neighboring lists when a node joins the Tapestry consists of four steps:

1. the new node is assigned an identifier v and it contacts the root node of v; such node

10



Figure 10: Tapestry routing mesh for node 4227 (a). The routing path for a message between
node 5230 and node 42AD (b).
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Figure 11: Publishing/searching a document in Tapestry: two copies of a document with key
v =4378 are published to the root node 4377 (a); requests for the same documents are routed
towards the root document, and are redirected to the source when they intersect the publish
path to node 4377 (b).

then contacts all those nodes sharing a prefix with v, and the new node is added to their
neighboring lists;

2. nodes contacted in the previous step send references to documents rooted in the new node,
to maintain their availability;

3. the new node builds its neighboring list by using contacted nodes and performing an
iterative nearest neighbor search;

4. nodes contacted during the nearest neighbor search of the new node might insert it in their
neighbor lists where appropriate.

Finally, backpointers and redundancy in neighboring lists are used to deal with voluntary/involuntary
node deletion.

HyperCuP HyperCuP [71] builds and maintains network nodes into a hypercube topology.
In particular, a hypercube graph of base b and d dimensions contains at most b% nodes and each
peer has (b — 1) - d neighbors, b — 1 for each dimension (see Figure 12 (a) for an example). The
maximum distance between two peers in such a network is log, N < d and, since connections are

11



redundant, i.e., multiple paths exist between nodes, its connectivity is optimal, i.e., the minimum
number of nodes to remove in order to obtain a partitioned graph is maximal. Of course, because
of the great symmetry of this structure, constructing and maintaining a hypercube network are
both difficult tasks, even if their complexity is still log, V.

Searching in a hypercube network relies on the broadcasting of messages. Because of the
highly-structured topology of the network, however, only N — 1 messages are requested to reach
all the peers and the maximum path length is log, N (see Figure 12 (b)). Thus, even broadcast-
ing messages represents an appealing solution, whereas this is not the case with unstructured
networks (see Section 2.1). To reduce the complexity, however, searching in a hypercube might
limit the path length of forwarded messages using a TTL threshold 6.

Figure 12: An HyperCup network with base b = 1, d = 3 dimensions, and N = 6 nodes (a),
each link is lists the involved hypercube dimensions; broadcasting a message in HyperCup, only
N — 1 messages are required (b).

The structure of HyperCuP is logically equivalent to the one used by Pastry. However, in
HyperCuP a new peer receives its identifier, i.e., its position within the hypercube, by using a
handshaking protocol with other peers and not by recurring to a “global” hashing function. This
slightly increase the complexity of joining the network, but provides a simpler method for in-
creasing the address space, since a new hypercube dimension can be always added (compare this
with the expansion of the hashing function should the number of peers exceed the addressable
space).

2.2.2 Hierarchical Structured Networks

A hierarchical network is organized in two or more layers, with higher peers having the respon-
sibility for a partition of peers from the lower level. Different levels of the network partition
the same data set with a different granularity. This is mainly intended to add flexibility to the
search mechanism, using an indexing scheme typical of centralized environments.

P-Grid In P-Grid [4], a dynamic and unbalanced tree is maintained in a distributed way, such
that the search space, consisting of binary strings, is partitioned among peers. In particular,
each peer n corresponds to a path, p(n), and stores the exact location of all documents whose
key string starts with p(n), i.e., p(n) is a prefix of all the documents whose position is stored in
the peer.

In order to retrieve documents whose prefix differs form its path, each peer also maintains a
multi-level grid of references to other peers. For each peer n, the peers referenced by n at level
i complete the search space of n with respect to the i-th bit of the path of n. This means that a
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peer n' is included in the references of n at level ¢ only if the paths p(n) and p(n’) are equal for
the first ¢ — 1 bits and differ in the i-th bit (see Figure 13 (a) for an example). In this way, if a
query ¢ is issued at n requesting for a string starting with p(n), then n can process the request
locally. Otherwise, the position i of the first bit where ¢ and p(n) differ is computed and one
of the peers n/ included in the n’s references at level i is contacted: n’ could solve the query
locally (if ¢ = p(n’)) or re-route it to another peer at a level i > i (see Figure 13 (b)); this
guarantees that the processing of ¢ always terminates, since the length of the common prefix
always increases.
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Figure 13: A sample P-Grid, where the multi-level grids of two peers are highlighted (a); search-
ing in the P-Grid for the document with key v = 110100 (b).
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The construction of a P-Grid is performed independently by the peers during their meetings
with other peers, e.g., when one of the peers is providing the answer to the query originated in
the other peer. In details, two peers can:

1. merge their lists of references at level ¢, if their paths agree up to the i-th bit;

2. split their paths, if they have an identical path whose length is lower than the maximum
allowed length;

3. split the path of one peer (up to the maximum path length), if its path is a prefix of the
other peer’s path;

4. share their lists of references at level ¢ + 1 with the peers referenced by the other peer at
level i, if their paths agree up to the i-th bit, and so on.

The maximum number of peers included in the references of a peer is a parameter that has
to trade-off the amount of information stored at each peer with the availability of peers. In
particular, if P is the probability that a peer is online, M is the number of peers referenced at
each level, and [ is the query length, in [4] it is demonstrated that the probability to perform a
successful key search is given as

(1—(1—P)M).

As an example, this allows to reach a 99% probability of a successful search for I = 10 and
P = 30% with just M = 20 references at each level.

P2PR-Tree The P2PR-Tree [59] search mechanism is based on the recursive partitioning
scheme of the R-tree [39]. The search space is first statically partitioned into blocks and each
block is statically divided into groups. Each peer then has to compute the Minimum Bounding
Box (MBB) of the keys it indexes and is associated to all the groups whose region intersects with
the peer MBB. The static decomposition of the space has an important advantage during both
the search phase and the joining of a node to the network. During the search, first the R-tree
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local to the node that originated the query is searched and results are (possibly) returned. If the
result set is empty, the query is routed towards the relevant block and group: to do this, each
node should only maintain the address of one peer for each block and of one peer for each group
in its block; this way, the R-tree indices of all the peers are augmented of the static structure of
blocks and groups, thus allowing an efficient search of the tree relevant for each query.

A peer joining the network requires that the R-tree corresponding to the new node is in-
cluded in the appropriate group. This, of course, might require splitting the group node of the
distributed P2PR-tree, thus the overall structure is not, in general, height-balanced. Moreover,
since the MBB of a peer is not guaranteed to be contained in the statically chosen region of a
group/block, the address of a peer can be replicated over the structure, thus the P2PR-tree is
more similar to a R+-tree [72]. It has however to be noted that the hierarchical nature of the
R-tree allows this structure to perform similarity searches, i.e., the user can also search for key
values which are close to a given one, without recurring to external mechanisms (see Section 2.3).

2.2.3 Hybrid Approaches

Hybrid approaches usually consist in DHTs supported by a hierarchical structure that helps
achieve the logarithmic search complexity.

P-Tree In the P-tree [23], nodes are mapped, by way of a hash function, to identifiers in a
ring, as in Chord [74]. However, to speed-up the search for a key v, a distributed B+-tree
is used. In particular, each peer only maintains the left-most root-to-leaf path of the overall
B+-tree and relies on other trees to obtain the whole tree, i.e., right-most subtrees are not
complete and only contain pointers to other peers. Searching for a key v is performed as follows:
the node p where the request has originated looks within its tree to see if it is relevant for
the query. If not, the request is routed towards the appropriate nodes by using the pointers
stored within the right-most branches of the p’s tree. This guarantees that, for a tree of order
d, the search is performed in O(log; N) time and the total storage requirement at each peer is
O(d-log,; N). In [23], algorithms are also provided to guarantee the maintenance of the P-tree in
case of insertion/deletion of nodes in the network: the two main components are the Ping and
the Stabilization processes, that are used to detect if peers are alive and in a consistent state,
and to repair the inconsistent entries in the P-tree, respectively. It should also be noted that
the use of a hierarchical structure, like the B+-tree, allows users to also perform range queries,
i.e., to request for all documents whose key is included in an interval of values, thus enriching
the expressivity of queries.

Viceroy Viceroy [56] is a hybrid solution since it uses wrapped peer identifiers, much as done
in Chord [74], but maintains a distributed connection graph that emulates the behavior of a
butterfly network. Each node in Viceroy is given an hash-based identifier and is assigned to a
random level (there are log N levels). The routing table of each peer consists in three types of
links (see Figure 14)):

1. a general ring, where each peer is connected to its successor and predecessor in the wrapped
identifier space,

2. level rings, where peers at the same level are connected to each other in a ring, and

3. the butterfly, where each node at level 7 is connected to two “down” nodes at level 7 + 1
and to one “up” node at level ¢ — 1.

The routing algorithm for searching the node corresponding to a key v consists in three
phases:
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Figure 14: An ideal Viceroy network with 16 nodes: the three different types of links are
highlighted.

1. first, at most log NV steps are performed to navigate the butterfly up to level 1;

2. then, at most log N steps are used to navigate the butterfly down to the node whose
identifier is closest to v;

3. finally, at most log IV steps are needed to traverse the general ring links to find the peer
containing the location of v.

To achieve logarithmic complexity in the first two phases, the butterfly links are chosen so as to
mimic a Binary Search Tree in the identifier space.

The level rings links, which are not used during the search phase, are however necessary when
a node joins/leaves the network. In particular, when a peer p joins the network, the construction
of its routing table is as follows:

e p is assigned an identifier and is placed in the appropriate level i;

e p contacts its successor in the network and the general ring links are updated;

e p is placed in the appropriate position in the ¢-th level ring and links are updated;

e the butterfly links of p are computed by contacting the successor of p in the i-th level ring.

Similar operations are needed whenever a peer leaves the network.

2.3 Supporting Complex Query Paradigms with Structured Networks

As we saw in Section 2.2, structured networks are much more efficient with respect to unstruc-
tured networks, since they can provide logarithmic search times, and require less computational
power to peers, since flooding is usually not contemplated. On the other hand, they require
a higher overhead for maintaining the network structure, and are not immediately suited to
requests different from the simple key search, whereas unstructured networks have a higher
flexibility, since each peer can pose virtually any kind of query to neighboring nodes. This is
indeed, the main drawback of structured networks [43], since DHTs usually only support exact
match queries. In this section, we present some approaches proposed to extend the flexibility of
structured networks.

In [38], Locality Sensitive Hashing (LSH) [46] is used to map data values in the identifier
space and a Chord [74] network allows searching for node identifiers. The use of LSH guarantees
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that similar values are mapped to the same node with high probability, thus a range search on
the key space is likely to find all relevant data in a single peer, or at least in neighboring peers.
This allows to avoid issuing a different query for each value in the search range, as it is the case
when using hashing functions that do not preserve locality.

2.3.1 PIER

In previous sections, we have shown how DHTs can be used to efficiently perform key-based
search. Recently, some approaches have been presented that use DHT's to map complex objects,
e.g., fragments of relational tables, portions of inverted index, to peers in the network. Such
techniques use DHT's not as a tool for performing efficient retrieval on a peer-to-peer network,
but as a service to distribute indices, relations, and so on. They are, therefore, built “on top” of
DHTs and can use any of the structured overlay networks described in Section 2.2.1. Examples
of such techniques are the distribution of an inverted index in [11], that is surveyed in Section 3.1,
and PIER.

PIER [44] is a query engine built on top of CAN [67] with the goal of providing the query
processing facilities of existing relational DBMS to the scalable and flexible world of peer-to-peer
networks. To this end, three basic principles are used to allow the engine to scale to a world-wide
size:

Relaxed Consistency: not all the ACID properties of transactions are guaranteed. In partic-
ular, PIER focuses on providing a high availability to data, and sacrifices the tolerance to
network partitions; thus, results provided by PIER might be incomplete, e.g., because a
part of the network is unreachable.

Natural Habitats for Data: the data are stored locally and are accessible by way of wrap-
pers, that provide to other peers only the requested information.

Standard Schemata: the semantics of data are shared by all peers in the network; this, as we
will see in Section 3.3, seems to be a very strong requirement. However, as it is argued
in [44], several applications exist where data have a standard schema, e.g., data provided
by network monitoring tools like Snort and tcpdump.

FEach DB relation in PIER is stored in a single node and simple operators, based on the use
of the underlying DHT supplied by CAN, are provided for selection and projection. Moreover,
two distributed join algorithms are presented, symmetric hash and fetch matches, that represent
adaptations to the DHT case of already existing algorithms.

3 Content-Based Query Processing

Query processing algorithms presented so far exhibit some limitations that prevent the use of a
rich search paradigm:

e structured networks mainly allow only key-based searches, since they are based on mapping
document identifiers on network peers;

e unstructured networks, on the other hand, are able to provide keyword-based search, but
network peers are searched blindly, because each peer does not know the content of other
network peers, except when query results are returned.

The feasibility of peer-to-peer web indexing is analyzed in [52]. In particular, the partitioning
over a number of peers of an inverted file built over all the documents in the web (around 3
billion web pages indexed by Google in 2003) is considered, and two approaches are proposed:
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Partition by Document: Here, the “global” inverted index is wertically partitioned among
peers, so that each peer only indexes its local documents. The limitation of this approach
is that queries should necessarily be flooded to all peers to retrieve all results, thus the
network bandwidth is a bottleneck.

Partition by Keyword: With this approach, the overall inverted index is horizontally par-
titioned and every peer is responsible for some keywords. The network bandwidth is,
however, still a bottleneck due to the extra work required by multi-term queries, that need
to transfer among peers posting lists that have to be intersected.

The overall conclusion drawn in [52] is that, for performing keyword-based searching using
classical IR algorithms in conjunction with network-based query processing algorithms, the
costs should be reduced by at least an order of magnitude of available resources. To overcome
limitations of network-based query processing algorithms, content-based techniques have been
proposed in recent years, providing efficient algorithms for keyword-based searching. Basically,
such algorithms mimic those proposed for unstructured networks, i.e., the query is forwarded
towards neighboring peers: however, now each peer collects and stores data about other peers
and uses such information to route the query to the peer(s) that are likely to provide a result for
the query. Information about peers are stored in a “profile”, that provides a description of the
data stored by each peer. Query processing algorithms differ in the way such data is collected,
stored and used to select the promising peers for each specific query.

We concentrate on three kinds of profiles: content summaries, routing indices, and semantic
mappings.

Content summaries (Section 3.1) are data structures that statistically characterize the local
content of a peer. They were first introduced to solve the problem of source selection in
heterogenous environments [35] and have been also applied to scenarios characterized by
incomplete information, such as the Hidden Web [47], where content of data sources is not
available to search engines and crawlers and can, therefore, only be known by dynamically
querying a web-accessible interface. In the peer-to-peer scenario, neighboring peers can be
considered as remote data sources storing unknown knowledge, thus content summaries
could be in principle used to select the peers containing data relevant for each query.

Routing indices (Section 3.2) are data structures which exploit the knowledge that a peer
has about its neighborhood, obtained by collecting past queries or by direct exchange of
information between nodes. For each neighbor n, the profile consists of a short summary of
the content provided by n and its neighbors. Each profile, thus, can estimate the content
“that is reachable if the query is forwarded to that peer”, and query processing algorithms
can select the best neighbors according to their relevance with respect to the query.

Semantic mappings (Section 3.3) characterize schema-based environments, where the data
in each peer is described by a schema, e.g., relational tables, a schema describing semi-
structured data collections, or an ontology expressed using a description logic formalism.
Typically, this scenario is characterized by a high locality, in the sense that there is no
shared schema on which peers have agreed upon, thus queries expressed with respect to a
peer schema are not even guaranteed to be understood by another peer. Such semantic
conflicts arise whenever we have to deal with heterogeneous descriptions. The role of
semantic mappings is to facilitate the translation process from one schema to another,
with a particular focus on the preservation of the original meaning of the query. In this
sense, they have a very different role during query processing with respect to the one
assumed by routing indices: the latter, in fact, are usually presented as a tool to improve
query efficiency maintaining a high recall in the answer, in the typical IR-style fashion;
semantic mappings, on the other hand, concentrate on the completeness problem, which
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means that the focus is on the creation of a translation that is as accurate as possible (of
course, efficiency issues are still considered).

3.1 Content Summaries

A content summary (CS) is a statistical data structure associated to a database or a set of
documents that can be used to estimate the relevance of the database/set of documents with
respect to a given query. The two main approaches that can be found in the literature are
based on collecting statistics from queries answered by the system or on directly crawling the
knowledge base. The latter is, of course, a more appealing solution, but it is not applicable to
many real scenarios, e.g., the Hidden Web; in such cases, the task of building a content summary
is split in two parts:

1. the choice of a set of sample queries to send to the data source, and
2. the aggregation of all the answers into a coherent statistical description.

Since content summaries are only used to characterize the content of data sources, here we
mainly detail algorithms used to build and update the profile for each site.

Bloom Filters A Bloom filter [13] is a compact and lossy representation of sets. In particular,
a Bloom filter is a bit-vector of length [ associated to a family of independent hash functions
that maps set elements to integer values in [0,I[. To obtain the representation of a set, each
element is hashed and the bits in the vector corresponding to hashed values are set. To search
if a given element is contained in a set, the element is first hashed and bits in the Bloom filter
corresponding to hashed values are checked; if any of the bits is not set, then the element is not
contained in the set, otherwise it may be contained and a full scan is required to avoid false
positives. False positives are due to collisions in hash functions and to the presence of several sets
in the Bloom filter: if the number of represented sets becomes a significant fraction of the vector
width [, then the filter is said overloaded and performance is likely to degrade, due to the high
number of false positives. To build a Bloom filter over a set of documents, first each document
is represented as a set of terms, by using stemming and stop-lists [70]; then, the Bloom filter of
the documents is obtained by bitwise or-ing the hashed codes of terms in all documents.
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Figure 15: A Bloom filter of width [ = 16 with 3 hash functions built on three documents (a);

in (b), query Q is filtered out, since it differs in bit 11 with the filter, while query Q’ is a false
positive.

This description has the property of being compact and efficient to be looked up and to be
kept up-to-date. However, it requires either a global keyword space or global hash functions [49].
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G1OSS In [35], a number of solutions, collectively named GIOSS (Glossary-Of-Servers Server),
is proposed for the selection of text-based data sources. In particular, two versions of summaries
are presented: vGIOSS, based on the vector space model, and bGIOSS, based on the Boolean
model. In both cases, summaries are obtained in a statistical way and are used to estimate the
usefulness of each data source with respect to a query, expressed according to a particular model
(vector/Boolean). In particular, in [35] this problem is solved requiring that each data source
periodically extracts statistics about local term frequencies and sends them to a centralized
GIOSS server (e.g., using the STARTS protocol [33]). In this way, each data source has a local
index, that is always up-to-date, while only the central server collects information about all data
sources, and is thus able to select the sources that are more relevant for a query. Moreover, the
use of a central server allows the estimation of inverse frequencies for document terms in the
vector space model; this is, as we will discuss also in Section 4.1, is the basic problem preventing
the use of distributed indices for document retrieval.

To decrease the centrality of the GIOSS server, in [35] a hierarchical solution is also adopted,
where a hGIOSS server keeps information about a number of GIOSS servers. Such information
is, basically, the same that is kept by a GIOSS server about data sources: instead of collecting
information about documents in data sources, the hGIOSS server maintains information about
databases in servers.

CORI In [16], a source selection algorithm is proposed for distributed information retrieval,
where data sources are characterized by way of classical tf x idf weights for each term (see also
Section 4.1). In particular, the Bayesian Inference Network model is used to describe the data
sources, so that each data source D is connected to the terms contained in D, and each query
q is connected to terms included in ¢ (see Figure 16). The probability that a data source D is
relevant for a query ¢ is computed by instantiating the D node and propagating probabilities
through the Bayesian network towards the query node ¢. In particular, the probability p(w|D)
that a keyword w is observed at a data source D is estimated by way of a variation of the
classical tf x idf formula [70]:

dfw,D
tfw,D = A
dfw.p + 50 + 150 - 5
g (2522 8
idfy = —————~

log(N +1)

where df,, p is the number of documents in D containing term w, A; is the number of documents
in D, Agg is the average number of documents in a data source, N is the number of data sources,
and cf,, is the number of data sources containing term w. The only global values that have to
be To obtain the overall score for a data source D with respect to a query ¢, the probabilities
p(w;| D) of all terms w; in ¢ have to be combined in the Bayesian network by way of probabilistic
operators corresponding to operators present in g, e.g., using the average, the product, a weighted
average, and so on.

Equations 1, used to compute the relevance of a data source, are known as the CORI algo-
rithm for ranking data sources, even if the name CORI was originally intended to apply to the
broader use of inference networks for ranking databases [16].

Overlap-Aware Source Selection In [11], the CORI model is used to establish the novelty
of a data source with respect to a given reference document collection. In this way, a peer
(document source) might be able to rank other peers with respect to documents already seen, e.g.,
in the peer itself or in other peers previously contacted. A global directory is used to maintain
term-peer pairs, and such index is distributed among peers using a DHT (see Section 2.2.1).
Whenever a new document appears in a peer p, p posts such information in the global inverted
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Figure 16: A sample Bayesian Inference Network: the upper resource network connects the N
sources to the M terms, while the lower query network connects the query ¢ to the terms it
contains.

index by contacting all peers that are responsible for the terms contained in the document.
Bloom filters are used locally at each peer p for storing the inverted index on terms included in
documents in p.

To estimate the novelty of a peer p with respect to the collection of documents in peers
already contacted (or selected), the Bloom filter of p is compared to the Bloom filter obtained
by bitwise or-ing the Bloom filter of the already-seen peers. The novelty of peer p can therefore
be estimated as the number of bits that are set in p’s Bloom filter but not in the overall Bloom
filter. Peers are then ultimately ranked according to a weighted combination of relevance and
novelty.

Focused Probing In [47], focused probing is proposed to estimate the frequencies of docu-
ments for the classification of hidden textual databases. To this end, the document frequencies
of words characterizing each category have to be extracted for every data source, i.e., for each
D and for each w, the number of documents in D that contain w is estimated. So-computed
document frequencies can then be used to estimate the number of documents in D matching
a particular query, by using above described database selection algorithms, like bGloss [35] or
CORI [16]. Furthermore, each database can be classified under a given hierarchy of categories,
since keywords are associated to categories, e.g., “cancer” is representative of category health,
whereas “jordan” and “lakers” are associated to categories basketball and sports.

As said, to build the content summary of a data source D we have to estimate the actual
document frequencies of all the keywords in D. To this end, queries (probes) are adaptively sent
to D to effectively produce a document sample that is representative of the topics contained
in D. In particular, if we send a query using the keyword w to D, then we know exactly the
document frequency of w, but we also know the relative document frequency of other keywords
contained in the returned documents, i.e., the frequency of keywords in the sample. Actual fre-
quencies of keywords that have not been probed can then be estimated by assuming a statistical
dependency between the relative document frequency (this is called SampleDF in [47]) and the
actual document frequency (ActualDF in [47]) and assuming a power law relationships in the
document frequencies. Of course, since the goal of [47] is to classify each data source D under
some categories, the probes to be sent to D are chosen in the set of keywords representing each
category.

QProber QProber [36] is a technique for classifying text data sources by way of their content,
which is statistically characterized by probing each source with an appropriate set of queries.
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The classification scheme is based on the concepts of coverage and specificity and allows to
measure the relevance of a data source D with respect to a category C;. The coverage of D with
respect to C; is computed as the number of documents in D that are classified as relevant for
C;, and represents the “absolute” amount of information about C; in D. On the other hand, the
specificity of D with respect to C; is computed as the coverage of D for C; divided by the total
number of documents in D, and represents how important is C; within D. An ideal coverage-
based classification would assign D to all categories for which D has enough documents; on
the other hand, an ideal specificity-based classification assigns D to the categories that cover a
significant fraction of documents in D.

A rule-based classifier is then used to estimate the coverage and the specificity of each data
source according to a hierarchy of categories. In particular, for each category Cj, a set of rules
wg — C} is created, where wy, is a conjunction of keywords. If the database D is queried using
the wys, the coverage of D for C; can then be approximated as the sum of documents obtained
as result for each wy, while the specificity can be calculated by taking into account the specificity
of the parent category of C; in the taxonomy and the coverage of sibling categories.

3.1.1 Content Summaries in Peer-to-Peer Networks

Content summaries have been extensively applied to peer-to-peer networks to improve the query
recall for unstructured networks or to provide content-based search capabilities to structured
networks.

Content-Based Leaf Node Selection In [53], a Gnutella-based super-peer network is con-
sidered and local inverted indices are maintained at each super-peer to represent the content of
peers in its corresponding cluster. In this way, when a peer p requests for a query ¢, the local
index of the super-peer s of the p’s cluster is first searched for ¢ and, in case an answer is not
found, ¢ is flooded by s in the super-peer network. Since, however, the resource selection based
on exact term matching may lead to overload the network with messages, in [53] it is proposed
to use a Kullback-Leibler (K-L) divergence resource selection method, so that the probability
that a peer p will satisfy ¢ is computed as the negative of the K-L divergence between ¢ and the
collection stored at p: such value can be computed by only considering local term frequencies,
thus the relevance of each peer p with respect to ¢ can be independently evaluated by its cor-
responding super-peer s, since s contains the inverted index of terms contained by sub-peers in
its cluster. Upon receiving a query g, thus, each super-peer can autonomously choose the most
relevant peer(s) for ¢ and forward ¢ to them, or can flood ¢ to other super-peers if the best peer
is not relevant enough. This, as shown in [53], allows to increase the query recall and, at the
same time, to reduce the number of messages with respect to the simple TTL-limited flooding
algorithm of Gnutella [1].

Hierarchical Summary Indexing In [73], a Hierarchical Summary Indexing technique is
presented for efficient keyword search in a super-peer network. Three indexing levels are defined:

Unit-Level: at this level, units, as documents or images, are summarized;
Peer-Level: this level summarizes all information contained in a network node;

Super-Level: the higher level contains summaries for all information contained in a peer group,
i.e., in all peers served by a same super-peer.

Indices at all levels contain documents represented as points in a vector space represented by
keywords, and documents coordinates are obtained using tf x idf frequencies (see Section 4.1).
To reduce the space needed by each document in the index, Latent Semantic Indexing (LSI) [26]
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is applied as a dimensionality reduction technique, and points are indexed by means of a VA-
file [79]. When a query ¢ is received by a peer p, the peer can search its peer-level index to
check if it can answer ¢ locally; then, ¢ is forwarded to the super-peer of p, s; s can check
its super-level index to see if any of its sub-peers can provide results for ¢, and also forwards
q to other super-peers by flooding. Updating of indices is, of course, an issue, since a lot of
summaries have to be updated when a new document is inserted in the network or when a peer
joins/leaves the network; to this end, the Accumulated Information Ratio is computed for the
new document for each index: if such value is higher than a predefined threshold, the document
significantly alter the LSI summary and the index is rebuilt, otherwise, the index is not updated
and the document is just inserted in the VA file. The main limitation of this approach is the fact
that idf values are used, thus each peer should estimate the term frequency over all documents
in the network (see Section 4.1).

Cell Abstract Indices In [78], Cell Abstract Indices (cell Ablx) are proposed to support
content-based approximate search. In particular, each document in the network is summarized
by way of d features and the d-dimensional space is divided in cells, much as done in CAN [67].
Each peer is also mapped to this space, by computing a summary of all its documents (in [78],
it is proposed to use the average of features of all documents), thus each cell contains a number
of peers; one head peer is chosen among such nodes as a super-peer in charge of keeping track of
super-peers of neighboring cells. When a query g is issued at peer p, ¢ is forwarded to the head
peer of the cell containing ¢, that will route ¢ towards the cell containing g (the end cell), using
the CAN routing algorithm (see Section 2.2.1). When the head s of the end cell is reached, s
contacts all the peers in the cell asking for g; to improve query recall, s can also forward ¢ to
neighboring cells, or to their neighbors, according to a maximum number of hops defined by the
user that issued the query. Of course, this is only an approximate algorithm, because there is
no guarantee that the Ablx of a peer p is close to all the documents contained in p.

3.2 Routing Indices

A routing index (RI) is a data structure that, given a query ¢, returns the list of neighbors which
probably store documents that are relevant for q. The importance of routing indices for query
processing is twofold:

1. they improve search efficiency, because blind search strategies typical of unstructured
networks (see Section 2.1) can be (partially or completely) avoided, and

2. they increase query recall, because search algorithms can be focused towards most promis-
ing sites, avoiding peers that are unlikely to provide results.

In general, a routing index is a list of entries constituted by a semantic description (e.g., a
property name or value) and a neighboring peer, which represent the direction that has to be
taken in order to reach one or more data instances characterized by that description. Sometimes,
entries are also enriched with statistical information, e.g., the number of elements referring to
the entry, or a frequency value.

In the query processing scenario, routing indices are used during the neighbors selection
phase: each entry is matched against the query and sites associated to relevant entries are
considered for routing the query, while other peers are pruned from the search space. The query
is then forwarded to selected peers, where it can be locally solved and/or forwarded to other
peers. With respect to content summaries, routing indices are usually more compact, because
they don’t have to provide a summary about all the content of neighboring peers; in addition,
they can also take into account the content of peers reachable from each node, thus the problem
of limiting the horizon is raised when maintaining the content of other peers.
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3.2.1 Keyword-Based Routing Indices

The keyword-based scenario consists of a network where documents and queries are characterized
by a set of attributes and properties. Entries stored in routing indices are lists of keywords and
are usually collected by monitoring the network for queries answered successfully.

In [24], the problem of defining routing indexes is handled in a systematic way. In particular,
the authors distinguish between three different classes of routing indices:

Compound RI: Compound routing indices store, for each outgoing link, the number of data
instances that are globally reachable following that path and those that are reachable for
each topic of interest (i.e., of interest for the peer). The query processing algorithm first
identifies the overlap between the set of keywords in the query and the set of topics in the
RI and, for each of them, the relative occurrence frequency, i.e., the ratio of the number
of documents for each topic divided by the total number of documents, is computed; such
values are then aggregated to provide a “goodness” score for each peer (for example, if the
query is conjunctive, frequencies are multiplied). Peers can then be sorted with respect
to the goodness score and the query might be forwarded only to the first few neighbors.
Algorithms for building and maintaining the routing indices at each peer are extremely
simple, from a logical point of view, since they only need to count documents relevant
for each category; however, they require several messages to be exchanged between peers,
particularly when the document set of a peer changes or when a node joins/leaves the
network.

The major drawbacks of compound routing indices derive from the absence of an horizon:
if, on one hand, it could be desirable that a routing index represents a condensed snapshot
of the entire network, on the other hand, this approach suffer several limitations, since
building and maintaining routing indices requires a high number of messages, particularly
for dynamic collections of documents, and cycles eventually present in the network are not
easily dealt with, requiring a particular cycle-discovering mechanism; finally, the indexing
policy treats all documents and peers at the same level, giving no importance to their
distance from the query originating node, while data instances close to the source node
are intuitively better than farther ones.

Hop-Count RI: An hop-count routing index stores, for each number ¢ of hops, statistics for
peers in the network that are reachable in i hops, i.e., it gives information about the
content that can be found in the network at increasing distances from the peer, up to a
fixed number of hops (this is called the horizon of the routing index). For example, if the
horizon is equal to two, the first level of the RI stores the number of objects one hop away
from the peer, while the second level stores the number of objects contained in nodes that
are one hop away from the current peer’s neighbors. For each level [, the RI is obtained
as a compound RI taking into account only nodes which are ! hops away.

From a theoretical point of view, even compound routing indices may have an horizon.
However, in [24], a significant difference between the two data structures is considered,
i.e., the more sophisticated ranking strategy that can be adopted with hop-count RI. In
particular, it is proposed to weight differently peers at different levels, assigning to each
peer a value equal to the ratio between the number of documents available and the number
of messages needed to get such documents: in this way, the number of results that will be
returned per each sent message is estimated.

Exponential RI: Exponential routing indices are introduced to get the best of compound and
hop-count routing indices. From compound RlIs, the idea of not having an horizon is
borrowed, thus no a-priori limitation to the possibility of describing the entire network
exists. From hop-count Rls, the idea that closer neighbors are more relevant than distant
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ones is used. From a practical point view, exponential RIs are similar to compound Rls,
because they store the number of instances globally reachable following a given path along
with the number of topic-related instances. During the construction process, however,
such values are attenuated using a given factor, that takes into account the hop-count
from the target peer and that increases with the distance to the target peer. In this way,
the presence of cycles in the network is no longer a problem, because the feedback effect of
a cycle is attenuated by the exponential factor and the fact that the values in the RI are
not updated if the new computed value does not differ significantly from the older one.

In [24], the three solutions are evaluated on simulated networks having different topologies.
The overall conclusion is that compound RlIs are slightly better than hop-count and exponential
RIs when query performance is taken into account, except when cycles are present. However,
when the cost of updates is an issue, the very high number of messages required by compound
RIs shows that their effective use in dynamic networks is not feasible.

Local Indices In [82], so-called Local Indices are introduced, among other solutions to allevi-
ate the flooding problem in Gnutella-like networks, for routing queries towards nodes containing
relevant documents. To this end, each peer n should maintain an index over the data contained
in all nodes within distance r from n, i.e., all nodes that can be reached in no more than r hops
from n. The radius r is a system-wide value that trades off the amount of data in the local index
and the efficiency of the search algorithm. Local Indices are thus a particular case of hop-count
Rls.

Local Indices are used in conjunction with a system-wide policy, specifying the depths at
which each query has to be processed. For example, if the policy is {1,5}, then the query is
forwarded from the node originating it to all its neighbors (depth 1): since 1 is in the policy,
then all such nodes will try to solve the query using their local indices and will forward the
query to neighboring nodes (depth 2). Nodes at depth 2 will not process the query (2 is not in
the policy) but will only forward it to other nodes (depth 3), and so on until nodes at depth 5
are contacted. Since 5 is the last value in the policy, such nodes will try to solve the query using
local indices but will not forward it to other nodes, thus the flooding is limited.

Intelligent Search Mechanism In [48, 84], the Intelligent Search Mechanism is proposed.
The authors state that a search strategy which uses routing indices is always characterized by
four elements, namely:

Search Mechanism: this is the classical routing mechanism, used by a peer to exchange queries
with its neighbors. The peer that receives a query (either obtained from an user or routed
from another peer) only forwards it to most promising peers, according to the peer ranking
mechanism (see below).

Profiling Structure: for each neighboring node of peer n, a profile storing some information
on its content is maintained in n. In [48], for example, peers store the most recent queries
that were successfully answered by their neighbors; later, such structure was enhanced by
also including the number of results returned for each query [84].

Peer Ranking Mechanism: profiles can be used to select peers to which forward queries,
disregarding the others. To this end, upon receiving a query, the RelevanceRank for each
neighboring peer is computed, reflecting the similarity between entries in the profile for
that peer and the actual query. The similarities between the query and past queries stored
in the profile are computed according to a function (see below) and are aggregated to
provide a single RelevanceRank value, according to which peers are ranked.
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Query Similarity Function: this is used to match the query against entries in the profile. It
is suggested to adopt the cosine similarity function [70], a well-known technique used in
information retrieval to compare lists of keywords (see also Section 4.1).

In this case, maintaining the routing index only consists in counting the number of results
obtained from each neighboring peer for past queries, and to estimate the number of results for
the actual query according to its similarity to stored queries. To avoid the formation of cycles
in the forwarding of queries, some random peers are always chosen in the set of best peers, so
that a larger part of the network is explored for results.

Peer Indices In [32], the Peer Index (PI) is presented to improve search efficiency on col-
lections of XML documents. Each PI is basically an inverted list that maps keywords to peers
in the network; to avoid indexing the whole content of the network, each peer has an horizon,
thus it only sees a fraction of nodes, and can autonomously decide which keywords to include
in its PI and which ones to export for other peers’ PIs. The query processing algorithm is very
simple, since it just has to intersect peers lists obtained for each query keyword to obtain the
list of peers that are likely to contain qualifying documents. The drawback of this approach,
as also outlined in [32], is that, depending on the value of the horizon, each PI requires a lot
of space on each peer and the update protocol is bandwidth consuming, since a content change
at any peer involves the update of the PIs of peers in the horizon. To limit this second aspect,
however, it is suggested to use an update policy that piggybacks updates inside queries, thus
having an overall system which gradually evolve toward a globally stable state.

An indexing structure like the Peer Index suffers, however, from an intrinsic limitation: since
when a peer n indexes keywords from nodes that are not directly connected with n, the IDs
of such nodes are stored in n, this is equivalent to creating links from n to such nodes, thus
obtaining a highly-connected network. This, of course, can have a detrimental effect on dynamic
networks where the frequency of nodes joining/leaving the network is high, since it requires a
high number of messages to update the Pls.

Attenuated Bloom Filters In [68], “attenuated” Bloom filters are presented. For each peer,
a multi-level data structure that is logically equivalent to a hop-count routing index [24] is
maintained for each neighboring peer. The [-level attenuated Bloom filter for peer p stored at
peer n is a Bloom filter which summarizes all documents which can be found at a distance [
on the way from node n to node p. Given a query and a routing index, if the query matches
the Bloom filter at level [, the score for that given peer is increased by %, thus the importance
of a peer is geometrically decreasing with the distance to the originating peer. Such score is
computed for all neighboring peers, resulting in a ranked list, which gives the relative importance
of each neighbor with respect to the query.
The updating of attenuated Bloom filters presents two major difficulties:

1. Due to collisions in keyword signatures, not all changes in a peer have to be reflected in
all the Rls in its neighbors. Sending useless updates is prevented because each peer not
only maintains the Bloom filter for its neighbors, but also a copy of the neighbors’ view in
the reverse direction, so that only compressed (differential) updates are needed.

2. The topology of the network can lead to different paths (of different length) connecting two
peers. Thus, updates for a source peer n might reach a peer p more than once (precisely,
once for each level [ that has to be updated in the attenuated Bloom filter of p). This
redundancy affects the network bandwidth, thus, in [68], two different filtering strategies
are proposed: one performed only at p (p simply ignore subsequent arrivals of an update
of n through different paths) and one performed at n (upon arrival of a duplicate update,
p informs n’s neighbors that no new updates are needed).

25



Multi-Level Bloom Filters In [49], Bloom filters are extended to Multi-Level Bloom Filters
(MLBFs) to support querying of XML documents. Breadth BFs and Depth BFs are simple
Bloom filters where only portions of XML trees are stored in a breadth-first and in a depth-first
manner, respectively. By maintaining a MLBF on its XML documents (local filter), a peer p
can therefore efficiently answer to path queries by using query processing techniques created for
“regular” Bloom filters (see Section 3.1).

Exploiting MLBF's in a peer-to-peer environment relies on the use of a hierarchical network
organization (although authors of [49] have also applied their techniques to non-hierarchical
topologies). Each peer maintains its local filter and a merged filter, obtained by merging (through
a bitwise or) MLBF's of nodes in its sub-tree. When a query ¢ is originated at a node p, the
local filter is first searched using g and local documents are possibly returned; then the merged
filter of p is searched and, if a match is found, ¢ is propagated to nodes in p’s sub-tree, until
either a merged filter indicates that ¢ cannot be found or a leaf node (having no merged filter) is
reached; finally, ¢ is routed to the parent of p until a root node is found. When a root node n is
reached, n should check its merged filter and also route g to other root nodes. Finally, updates
to MLBFs are dealt with in a similar way as for regular BFs.

Histogram-Based Routing Indices Another variant of hop-count routing indices is pre-
sented in [65]: here, the particular case is considered where each node stores a single relation R
with a numeric attribute z and users are interested in range selection queries on x. Each peer
maintains, for every neighbor n, an histogram H(n) on values of R.z, describing the content of
the network up to an horizon: in particular, the i-th bin of the RI of peer n is computed as
the fraction of values of R.x = ¢ that can be obtained in all nodes reachable from n within the
horizon. In this way, given a query with radius r asking for particular values of attribute R.zx,
a peer can estimate the number of results that can be retrieved (within r hops) by forwarding
the query to n. The peer, thus, is able to rank its neighbors with respect to a given query.
The search strategy adopted is depth-first, i.e., a peer forwards a query to the most promising
neighbor and waits until a result is returned. If no answer is obtained, the not-yet-visited most
promising neighbor is contacted, and so on until the search can be considered terminated.

In [65], a clustering algorithm is also proposed to group together peers having similar his-
tograms so that each query can be routed towards the most promising group of peers. To this
end, similarity metrics are defined on histograms and, upon registration of a new peer p in the
network, p can search for the k peers having the most similar histograms with respect to p and
keep links to such peers. In this way, whenever a query is routed to a peer similar to p, p is also
immediately contacted, thus increasing locality.

Adaptive Probabilistic Search In [77], the Adaptive Probabilistic Search algorithm (APS)
is presented, that can be considered a variant of an exponential routing index. In APS, each
node p keeps a list of entries representing objects (e.g., keywords) that were requested in the past
and that were forwarded to neighbors of p. For each object, the value stored for a neighboring
peer n represents the probability of n to answer successfully to a request for the same object.

The update and the search phases are merged into a single algorithm, which is explained in
the following:

1. The search is based on the m-walkers paradigm, i.e., only the initiating peer forwards the
query to m neighbors, while subsequent peers only forward the query to a single node.

2. When a peer p receives a query ¢, it chooses the neighbor(s) having the highest probability
of obtaining a successful answer to q. Then, p adopts either the optimistic approach (p
assumes that a result will be obtained from the chosen neighbor, thus it increases its
probability for the given object) or the pessimistic approach (p pessimistically assumes
the choice was wrong, and decreases the probability).
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3. A walker may stop with a success, if the requested object is found, or with a failure,
because the TTL has expired or an already searched node has been contacted. With the
optimistic approach, a failure must be tracked back to the peer p, in order to decrease the
probability of all peers on the way. With the pessimistic approach, the backtracking is
only required for successful requests.

In APS, “referential” content-based paths for the flow of the information are built, avoiding the
need of a complex update algorithm, but at the expense of maintaining a soft state for each
query that is processed, in order to allow backtracking and updates.

A variant of this algorithm, proposed by the authors, is the weighted-APS: with the pes-
simistic approach, it is possible to weight the increment of the probability, along the backtracking
path to the originating peer p, by a factor inversely proportional to the distance from the peer,
in order to prefer nearer objects.

Adaptive Query Routing In [81], the Adaptive Query Routing (AQR) method is proposed
as a probabilistic technique for efficient routing of keyword-based searching. To this end, each
peer p maintains a routing table containing, for each neighboring peer n and each key w, the
probability that a document containing keyword w appears in n (or can be reached through
n). Such probabilities can be explicitly stored in p by keeping statistics on results of past
queries about w that have been forwarded to n, or can be estimated using probabilities for other
keywords known for n and probabilistic information about overlap between keywords, i.e., which
is the probability that a document containing w’ also contains w. At query time, the peer p
originating the query ¢ has to compute the probability of finding ¢ (only single terms queries
are considered in [81]) in nodes reachable from each neighbor n; then, ¢ is forwarded only to
most promising peers.

The AQR approach suffer a main limitation in the fact that overall statistic probabilities
about overlap of keywords should be globally known, thus AQR is only appealing for stationary
scenarios where the set of keywords is known in advance and overlap probabilities do not change
over time.

3.2.2 Schema-Based Routing Indices

Routing indices analyzed so far are built upon a keyword-based knowledge representation model
and do not consider more complex scenarios. In this section, we survey Edutella [62, 63], a frame-
work which is able to process schema-based queries and relies on schema-based routing indices:
the system’s underlying topology is an HyperCuP-based super-peer network (see Sections 2.1.2
and 2.2.1).

Objects in the network are RDF instances (see [80] for details about the RDF data model)
and the queries are schema-based. Routing indices are also schema-based and are only stored
in super-peers. Indices can be of two different types:

e SP/P routing indices describe peers directly connected to the super-peer, while
e SP/SP routing indices refer to the content of other super-peers.

Routing indices are, however, homogeneous, in the sense that they hold and exchange the same
kind of data. With respect to keyword-based RI’s, where entries are lists of one or more keywords,
in [62, 63] a data structure is described that can store four different types of elements for each
piece of data:

Schema Namespace: the RDF data model [80] allows to use multiple namespaces, thus the
search mechanism has to take into account that a query should be routed only toward
those peers that are able to support it.
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Property/Sets of Properties: peers may support only portions of a schema, thus it is im-
portant to know who owns a certain property or set of properties.

Property Value Range: some properties assume values from a predefined topic hierarchy or
vocabulary; the ACM CSS taxonomy [8], for example, describe the area of interest of a
computer science paper: if a node has only papers about programming languages, it does
not need to be contacted when searching for data mining. This indexing technique can
be very useful if peers can create summaries of different schemas, aggregating meta-data
from several information sources.

Property Values: these are specific values that a property may assume when referring to a
data instance. RlIs built on property values coincide with feature-based Rls.

The representation model presented in [63] is more complex than the keyword-based one and
has a great impact on query processing, which relies on a variety of attributes and properties
which are not present in the former scenario. As suggested in [63], if a peer matches the query,
this means that the query can be understood, but it cannot be guaranteed that an answer can
also be provided. This model, however, greatly improves traditional query processing techniques,
allowing them to work at different granularities and, possibly, to exploit schema-based query
evaluation plans.

3.3 Semantic Mappings

A semantic mapping (SM) is used to solve semantic conflicts between heterogeneous descriptions
that may be found in different peers and consists in a way of translating (part of) a schema
into another schema. To this end, each peer should import a remote knowledge, e.g., a part of
the schema describing the data of the other peer, and interpret it according to its own “local”
description and language.

The problem of establishing mappings between different schemata comes from data integra-
tion systems [51], where the main focus is to provide a uniform interface to a heterogeneous set
of data sources. Such an interface is called mediated schema, because it represents the result of
the mediation process needed to ensure the interoperability of the systems. How the mediated
schema is obtained depends on the approach followed during the construction process: according
to the global-as-view (GAV) approach, the global schema is built as a view over its data sources;
on the other hand, the local-as-view (LAV) approach expresses the schema of each local source
as a view over the mediated schema (see [51] for a survey). Suppose, for example, that we want
to build the following mediated schema:

Movie(title, dir, year, genre)

Schedule(cinema, title)
and that data sources provide the following schemata:

Sy (title, dir, year)

Sa(cinema, title, dir, genre)

With a GAV approach, the queries on the mediated schema can be unfolded using rules that
maps local schemata to the global schema. For example, using a datalog formalism, we can
obtain:

Movie(title, dir, year, genre) : —Sy(title, dir,year), Sa(_, title, dir, genre)

Schedule(cinema, title) : —Sy(cinema, title, _, )
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GAV techniques are conceptually easy: they specify how to extract tuples from the sources using
a query expressed on the mediated schema and rely on the generalization of local views, giving
the further possibility to organize them in hierarchies. The most evident drawback, however, is
that all available sources must be considered in defining the GAV, thus it is difficult to add a
new source.

If, on the other hand, a LAV approach is used, queries on the global schema should be
rewritten at each peer, using rules that, using the datalog formalism as above, look as follows:

Si(title, dir,year) C Movie(title, dir, year, )

Sa(cinema, title, dir, genre) C Schedule(cinema, title), M ovie(title, dir, -, genre)

This approach is more flexible, because there is no need to know all data sources in advance to
create the mediated schema. Moreover, the possibility is given to distinguish between contents
of closely related sources: if, for example, two sources have similar content, they will have a
similar translation with respect to the mediated schema. LAV techniques, however, require
query rewriting, as explained in [40], thus the query cannot be simply unfolded using stored
rules. The data sources can be interpreted as materialized views over the mediated schema: the
query processing algorithm first chooses the best views that are able to answer the query; then,
it translates the query with respect to the so-obtained views. This is a typical issue of database
design and is encountered in different fields, like query optimization, data integration, and data
warehousing. However, it is still of great interest in modern peer-to-peer systems, since peers
can be modeled as remote data sources characterized by a local schema. Thus, accepting that
a global schema is not obtainable due to the dynamic nature of the network, the problem of
building a mediated schema at a peer which summarizes just a small portion of the network, i.e.,
its neighborhood, is still an issue. This approach leads to the definition of mappings between
different peers, called semantic mappings [41]. As it is explained in [42, 75], such a scenario
is different (more complex) from a traditional peer-to-peer system, since it assumes that peers
have some kind of “semantic awareness” and that they share a common knowledge of certain
semantic relations that can be established between them.

Query processing in this context consists of two tasks:

1. the peer where the query has been originated chooses the best schemata that can answer
the query, thus ranking neighbors according to their relevance, and

2. the query is “reformulated” according to the remote schemata using the semantic map-
pings.
In this way, the problem of query processing “can be viewed as a search through a space of
reformulations” [75].
In the literature, two main approaches to the construction of semantic mappings in peer-to-
peer systems are present: the instance-based approach and the schema-based approach (for a
more comprehensive survey on the problem of schema matching, see [66]):

e Instance-based mappings are created by considering the views offered by two peers on a
common set of instances S; the measure of “overlap” of the peers’ views can be used to
assess the similarity between concepts in the two schemata.

e Schema-based mappings, on the other hand, consider a common knowledge that is used to
“reconcile” the two schemata. Schema-based mappings, in fact, provide, for each concept
of a schema, an associated meaning that comes from a common, shared knowledge on a
particular domain, and is thus independent from the instances that may or may not be
classified under it. This is a very strong hypothesis, since it implies a relation between two
concepts being dictated not just by the fact that they identify the same objects (extensional
description), but because they share structural and semantical analogies going beyond the
simple observation (intensional description).
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The main practical difference between instance-based and schema-based approaches is that,
in the first case, mappings characterize the “likeness” of concepts without, however, specifying
what kind of semantic relations can be established between them. From this point of view,
instance-based mappings are considered semantically poor. We can further observe that in the
former case links are bidirectional, while in the latter we cannot assume that, for any chain of
translations that leads from a concept to another one, a corresponding back-path exists (this
should be explicitly inferred by the algorithm and cannot be obtained as a simple “inverse
function”).

3.3.1 Instance-Based Mappings

Among instance-based mappings, the GLUE approach, presented in [27] tackles the problem of

ontology matching: each concept in the ontology is modeled as the set of instances belonging to

the data source to which the ontology is referred. In particular, for matching concepts obtained

from two different ontologies, say O and Os, a similarity matriz is built, where each element

represents the similarity between a concept A € O; and a concept B € Oy (and vice-versa).

Such similarity is assessed by way of the Jaccard Coefficient between the two concepts:
Pr(ANB) Pr(A, B)

$ms (A B) = Be(AUB) = Pr(A, B) + Pr(A. B) + Pr(A B) N

where Pr(A, B) represents the probability that an object randomly chosen among the universe of
all data instances can be classified as belonging to both A and B, and A denotes the complement
of concept A. It has, however, to be noted that in [27] only taxonomies are considered, and not
general ontologies, thus the generality of this approach is quite limited.

3.3.2 Schema-Based Mappings

CtxMatch An example of schema-based semantic mappings can be found in [14]. Here, map-
pings represent semantic relations between concepts: the CTXMATCH technique proposed in [14]
uses WordNet as a common thesaurus and ontologies are expressed as hierarchical classifications
of concepts, again limiting the applicability of this solution. The relations that are automati-
cally inferred by CTXMATCH between concepts of ontologies are: = (equivalence), C (subset),
D (superset), * (partial overlap), L (exclusion). This is done using semantic explicitation, i.e.,
the explicit semantic meaning of each node in the hierarchies is provided by using a linguistic
interpretation (that exploits the thesaurus) and a contextualization (that takes into account
the domain and structural knowledge about the ontologies). Finally, the existence of relations
between concepts of the ontologies is formulated as a problem of propositional satisfiability that
is solved using standard algorithms.

Piazza In [42, 41], the difference is highlighted between stored and peer schemata: stored
schemata identify the relations (or the documents) that are currently stored in each peer, while
peer schemata can be used to express queries and to establish semantic mappings. This separa-
tion means that a peer might be able to understand a query even if it cannot answer it: this is,
indeed, a very attractive feature in a decentralized system, since the most difficult problem is to
discover a semantic path for translating the original query to the schema of the answering peer.

In [41], the Piazza framework is presented. Piazza is an example of a Peer Database Man-
agement System (PDMS), since it consists of a set of peers (data sources) linked by a network
of semantic mappings. Each peer schema is described using the XML Schema notation and the
query language is a modified version of XQuery [17]. Query processing in Piazza relies on query
reformulation and is based on two different kinds of mappings: the first type includes relations
of inclusion and equality between peer schemata, while the second type consists of Datalog rules,
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composed by a head and a body, that are used to map relations of a peer to relations of another
peer. Note that, since all mappings are available at a single location, e.g., a centralized server,
reformulation can be done at the node generating the query, without the need of distributing
this burden to other peers in the network. Intuitively, this reduces to the problem of answering
queries using views [40], with an additional complexity due to the fact that peer schemata are
different from stored schemata, thus the problem of which peers, among those constituting the
semantic path, might be useful to answer the query is an issue.

In [75], the problem of query processing in Piazza is further investigated: the plan generated
for a query by the peer where the query originated consists of a tree whose nodes correspond to
reformulations. During the plan generation process, the most important issues consist in pruning
redundant nodes and minimizing the number of reformulations. In the exploration phase, on
the other hand, the problem is to choose the nodes that need to be evaluated first: it is observed
that a depth-first search strategy is less efficient than a breadth-first visit, because nodes that
are distant from the tree root are also semantically dissimilar from the original query and, thus,
provide less significant answers.

PeerDB In [64], the PeerDB peer-to-peer distributed data management system is presented.
Essentially, each PeerDB node stores some data in a local DBMS, and users are able to express
SQL queries over such data. To solve a query, every peer can also ask data to other network
peers. This is performed in two phases:

1. first, the query is forwarded (using relation matching agents) to neighboring peers in the
network (using a TTL to reduce flooding) to ask for schemata that are similar to the query
schema,;

2. the peers contacted by the relation matching agents return their best matching relations
to the peer originating the query, so that the user can choose which relations are to be
queried; for each peer chosen by the user, a data retrieval agent is forwarded to that peer
to retrieve the data.

It has to be noted that the two phases can be interleaved, so that data retrieving can be initiated
as soon as a few relations have been selected as interesting by the user.

Schema mapping in PeerDB is based on metadata: for each relation name and each attribute
in a given peer p, the administrator of p provides a number of keywords describing the semantics
of that relation or attribute. In this way, the relation matching agent at peer p can establish
the similarity between the schema of p and the schema of the original query, by selecting those
relations and attributes that share keywords with the query (this might also involve the use
of thesauri). In PeerDB, hence, the mappings between peers’ schemata are not stored, but
are computed upon request by the relation matching agents using keyword matching, and are
manually evaluated by the user when she receives the results from each agent, thus the mappings
are not generated in a (semi-)automatic way. This approach, of course, requires the mappings to
be re-created for each query, thus it cannot reuse mappings already computed for past queries;
moreover, since the rewriting is performed independently by each peer, the results obtained by
different peers cannot be “joined” (this would require a rewriting to be performed at the peer
originating the query, because nodes store no semantic information about other peers).

4 Relevance-Based Search

Solutions presented in previous sections only consider that the result of a query is a set of
objects. Under this assumption, the problem of discovering an appropriate answer to a query
is equivalent to the problem of finding the objects which “independently” satisfy the query
constraints. In this section, we consider a different approach to the query processing problem,
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where the relevance of data instances with respect to the query is evaluated by means of a score
(i.e., a numeric value measuring how much each object “satisfies” the actual query), inducing
a linear order on the underlying objects: the user, thus, expects to receive as answer a list of
objects in decreasing order of relevance. We refer to this problem as relevance-based search,
and, in the following, we analyze state-of-the-art solutions for this problem by classifying them
in two main categories:

IR-style Approaches: Information retrieval (IR)-style techniques borrow tools and techniques
from IR, extending them to a distributed scenario. The data collection is composed by
“atomic” objects (i.e., objects with just one component) which are spread over the network
(objects are thus horizontally partitioned among the peers). Given a query, each object
comes with a (global) rank, computed according to some scoring function, and the problem
is how to obtain the complete answer to the query in the most efficient way.

Top-k Approaches: Here, a single object can be found in different peers that only store sep-
arate properties or components of it (this is also called wertical partitioning), and the
problem is to retrieve only the most relevant (“best”) objects as fast as possible. Each
object thus consists of different components and each component can be obtained from a
data source along with a local rank of relevance with respect to a partial query (this is
the fragment of query answered by that data source). By means of an integration process
(named object fusion), for each object the corresponding global rank is assessed, starting
from its local scores; in this way, it is then possible to compute which are the top-k objects
existing in the network. The more general case where objects are replicated in different
data sources and are ranked with respect to distinct criteria should be also contemplated.

4.1 IR-style Approaches

In the classical IR scenario, each object is a text document and is characterized by a set of
keywords which are (usually) automatically extracted from the document itself. The set of all
keywords of the collection defines a multi-dimensional vector space where each document is
represented by a point, whose coordinate values depend on the frequency of each keyword in the
document [70]. The usual approach to compute such coordinates is based on the Term Frequency
and Inverse Document Frequency (tf x idf). In details, for each document d, the frequencies
(tfw,a) of all terms w contained in d are computed, representing the document relevance for
each keyword; for each keyword w, the fraction of documents in the collection containing w
(idf) is also computed, representing the relative importance of w in the collection (unfrequent
terms are given a higher weight). According to this model, two documents are similar when
the corresponding vectors are close in the vector space defined by their keywords. To assess the
similarity between vectors, usually the cosine of the angle between them is computed.

Though the ¢ f x idf approach is effective when applied to a traditional scenario, it presents
several problems for a decentralized environment such as a peer-to-peer network, since it relies
on “global” properties (the idfs), that depend on all documents in the network and thus cannot
be computed independently by single peers which only have a “local” knowledge. To solve this
problem, a very simple solution is to consider external servers able to process all documents in
the network and to compute all global properties [34]: at query time, each peer will retrieve such
statistics directly from the servers. This strategy clearly imposes the use of centralized servers,
thus inheriting all the limitations of a client/server architecture. A more efficient solution
consists in computing the idf values on demand [25, 54, 60]: the main idea is to propagate
local knowledge of each peer over the network (e.g., by means of a gossiping algorithm) in order
to allow other peers to accurately estimate the actual idf values. It has to be noted that this
technique presents some conservative properties, since the computed values are more accurate
when the network has little dynamicity and they become exact only if the network is static.
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Different solutions using above statistics have been proposed to compute the query result.
In [60], a super-peer network with a HyperCuP topology is assumed (see Sections 2.1.2 and 2.2.1):
given a query, the super-peers compute the updated idf values through gossiping, and such values
are routed to individual peers; each peer is then able to compute a local ranking of documents
and to return it to its super-peer; finally, results are merged and ranked again at a super-peer
level and routed to the query originator.

PlanetP [25] assumes a completely unstructured network: to avoid storing the idf values
in a global index, the inverse peer frequency ipf is computed for each term w, as the number
of peers having at least a document containing w. Given a query requesting for the best k
documents, peers are first ranked according to their likelihood of having relevant documents,
e.g., by summing the ipfs for all query terms, and the number m of peers that need to be
contacted to answer the query is established. The peers then compute the best documents
locally, using ipf values in place of the idfs. The documents returned by selected peers are
finally globally ranked to obtain the final answer. This only requires that each peer estimates
the ipf values, and this is done by gossiping in a simple way, allowing a lower number of messages
when compared to the amount necessary to keep updated idf values.

4.1.1 The Ranking Framework

As a relevant extension of the basic IR-style query processing approach, we refer to the work
presented in [5, 6] where a ranking algebra as a formal framework for ranking computation is
proposed. In particular, multiple ranking criteria for the global ranking process are provided.
This allows to share different interpretations of the peers content by supporting personalized
and context-dependent searches. In such scenario, a common architecture is assumed to enable
the interoperability and the sharing of resources, whereas a common logical framework is used to
allow peers to represent different ranking outputs and to apply composition operators to them.
Ranking is considered as a first citizen class concept and it is characterized by means of different
types of metadata which represent:

1. the type of ranking (e.g., text-based vs. link-based model),

2. the operations (along with their interfaces) applicable to it,

3. the scope of the ranking (complete ranking vs. local ranking), and
4. its quality (e.g., when the validity of the ranking expires).

The different rankings can be combined to satisfy different information needs, manipulated and
compared by means of a ranking algebra providing both basic operations (e.g., selection and
projection) and ranking operations (e.g., normalization and weighted combination of rankings).
Such framework would allow to overcome the main limitations of global ranking algorithms, like
scalability for the billions of web documents, instability of ranking algorithms, dynamicity of
web content (which influences global ranking) connected to the latency of global indices, high
computation costs, and so on.

4.2 Top-k Query Processing

The top-k retrieval paradigm was first introduced in the database domain with the goal of re-
trieving the best k database objects with respect to a query, by minimizing the number of objects
to be accessed, i.e., compared with the query. In particular, “middleware” algorithms [29, 31, 30]
have been proposed for top-k queries, for scenarios where the best k objects are retrieved given
the (partial) descriptions provided for such object by m distinct data sources. Such algorithms
are important in our context, since peer-to-peer networks involve different data sources (one for
each peer). Indeed, in the peer-to-peer scenario, different features of the same object can be
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stored in distinct peers, thus the problem of reconstructing the overall top-k objects starting
from m ranked lists independently provided by individual peers is an issue.

Here, we summarize the usual assumptions made in the database domain on data sources to
characterize the involved scenario:

Single Dataset: all data sources manage a same set of objects.

Object Identifiers: each object has a “global” ID across all data sources. This ensures that
each object is uniformly identifiable by each data source and by the middleware algorithm
that computes the global ranking.

Ranked List of Results: given a query, each data source is able to return a ranked list of
results, sorted according to the “local” similarity criterion in non-increasing order of rel-
evance with respect to the query. More precisely, each entry in the ranked list contains,
at least, the object ID and a score that numerically assesses in which measure the object
matches the query on the data source. Such score is also called local (or partial) score.

Sorted Access Interface: the ranked list is provided by each data source through a sorted
access, that provides, at each call, the next best object according to the local score.

Random Access Interface: each source is able, upon request, to provide the local score of
an object, given its ID.

A number of different algorithms, sharing above assumptions, have been proposed for data-
bases [29, 31, 30], Web searches [15], and multimedia retrieval [18, 10]. Basically, they differ
in considering distinct query predicates concerning specific characteristics of the objects, and
in the aggregation modality used to obtain the global score from partial scores. In particular,
early approaches [29, 31, 15, 30] use a numerical scoring function (e.g., avg, min, and max)
to compute a global score for ordering the result list. Recently, more general solutions using
qualitative preferences (instead of scoring functions) have been presented [10]. Here, arbitrary
partial (rather than only linear) orders on the objects are defined, so that a large flexibility is
gained in representing what the user is looking for.

Only recently, top-k queries have been investigated in the peer-to-peer scenario, where they
assume a high relevance due to the potentially large number of peers that can be involved in
the search process. However, up to now only a few peer-to-peer-based top-k query algorithms
have been proposed. In the following section, we will survey available solutions and approaches
that, even when proposed for other domains, could be useful for our purposes.

Distributed Top-k Retrieval Algorithm In [9], an algorithm for progressive distributed
top-k retrieval in peer-to-peer networks is presented, assuming a super-peer HyperCuP topology
of the network (see Section 2.2.1). The main goal of the proposed solution is to minimize the
data traffic over the network using dynamically collected query statistics by locally evaluating
as many parts of the query as possible. The main assumption of the authors is that all peers are
collaborative and provide objects with normalized scores that can be compared to evaluate the
quality between different objects. In particular, each data source contains a subset of documents
in the network and the same document can be independently provided by several data sources;
moreover, random access is not available.

In details, each super-peer stores a local index containing names of peers in its cluster and of
neighboring super-peers that have contributed to results of recent queries. The internal index is
used for routing optimization (i.e., to avoid non-relevant destinations). To solve a top-k query
originated at peer p, 4 structures are maintained at the corresponding super-peer s:

e For each peer that received the query, TopRes maintains the object ID-score pair relative
to the next best result obtained from that peer;
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e BestPeers contains the identifiers of super-peers that have contributed to the result of
the current query;

o RequestResults stores all peers that were asked to return a result;
e Delivered represents the result set, where top-k objects are added.

The main idea of the algorithm is inspired by the By middleware algorithm [29], that represents
the pioneering solution for top-k queries based on scoring functions, and that uses the max
function to aggregate local scores and produce the overall score for each object. The basic
rationale is very simple and consists in executing k sorted accesses for each data source. Among
the so obtained objects (which are no more than m x k), the best k objects (i.e., the ones with
maximum score) are in the overall result. In details, the super-peer s:

1. initializes the T'opRes structure and executes a sorted access on all involved super-peers;

2. updates RequestResults with the super-peers for which a request has been delivered and
inserts the results in TopRes, until all peers have provided an answer;

3. the best objects in TopRes are removed and inserted in Delivered;
4. the process is repeated until k results are in the result list;
5. the BestPeers list is used to update the local index of the super-peer.

The algorithm is also able to deliver objects in an incremental way, so that the user can explore
some preliminary best results before all the top-k objects have been found.

In [9], the problem to be solved is the replication of objects over different data sources:
this is simpler with respect to the general scenario described in Section 4.2. In this case, in
fact, when the same object ID is seen at different peers, the copy with maximum score can
be only considered; this is exactly the requirement for the simple By algorithm [29]. In order
to deal with the more general scenario arising when integration of complex objects is needed,
i.e., when distinct peers provide partial descriptions of a same object, By is however no longer
appropriate, mainly because the global score of each object is computed by taking into account
the contribution of only one component (the one with maximum score): if the object has a very
high partial score at one peer and a very low score at another peer, it is still considered to be
a very good object. On the other hand, in the general scenario we are interested in, scores
of object’s components have to be integrated to obtain a global score by considering that the
“completeness” of object descriptions is no longer assured, due to the the possible existence of
“null” values for both properties and instances (e.g., at query time, the peer that is in charge
of answering the sub-query on a particular attribute could be down or could not be able to
return the partial score for a particular object because the object itself is not included among
its data). To solve this problem, more effective and flexible integration solutions are needed:
to this end, advanced integration algorithms could be profitably considered, that are able to
take into account all object properties, and rely either on numerical scoring functions (such as
avg and median), e.g., Ap [29], TA [31], and MEDRANK [30], or on more general qualitative
preference relations, e.g., iMPO [10].

Upper An interesting step towards the solution of the integration problem is proposed in [15],
where an efficient algorithm (named Upper) is presented to process top-k queries over Web-
accessible databases, where it is assumed that exactly one source (named S-Source) provides a
sorted list of objects ranked according to a particular attribute, and multiple sources (R-Sources)
are only able to return scoring information about individual objects upon request. At each step,
the Upper algorithm chooses both the best object (from the S-Source) and the best attribute
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(among the R-Sources) that have to be requested. The basic idea here is that, in general, it is
not necessary to probe all attributes for each considered object, but only those needed to find
the top-k answers.

Probabilistic Top-k In [76], a probabilistic model for top-k query evaluation is presented.
The notion of top-k query is relaxed into the concept of approximation such that the query
processor can tolerate errors with probabilistic guarantees with respect to the exact answer [20].
In details, the total score is predicted for objects for which a partial score is already known:
by computing the probability that such global score exceeds a certain threshold that makes
the object relevant to the final result, a drastic reduction of data accesses can be ensured. The
flexible framework for distributed top-k queries presented in [58] has the same goal: in particular,
here the problem is addressed by considering that index lists for query attributes (which are
essential for the assumed TA-like top-k approach) are spread across peers. The integrated
top-k algorithms guarantee efficient results with good-enough quality by applying probabilistic
approximations to the exact result. Such relaxation are justified by the need for peer-to-peer
systems to trade-off execution cost and search quality.

NRA-RJ In [45], the problem of incremental joins of multiple ranked data sets for the rela-
tional database domain is investigated by considering the case where the join condition is a list
of user-defined predicates on input tuples. Although the reference scenario is that of centralized
databases, this work is very relevant for top-k queries in peer-to-peer networks, since one of the
proposed algorithms, namely J*, considers the join of multiple sets of different objects under
arbitrary join constraints (i.e., the mapping is of type n — m); this contrasts with the typical
approach of joining multiple sets of same objects applied by traditional algorithms (like TA [31]
and iMPO [10]), where the mapping is 1 — 1. Thus, J* represents a more general solution that
includes, as special cases, algorithms proposed for the middleware scenario.

Incremental FD In [22], an incremental algorithm for computing ranked full disjunctions is
proposed. The full disjunction is a natural associative extension of the binary outer-join operator
to an arbitrary number of relations. In particular, it maximally combines tuples from connected
relations, while preserving all information in relations: this represents a very useful property for
the information integration problem, that aims to combine data coming from different sources.

The basic algorithm (named INCREMENTALF' D) computes the full disjunction (F'D) of a set
of relations, Ry, ..., Ry, in an incremental way, by calculating the subsets F'D; C F D, for each

€ [1,n], that contain the tuples of F'D for which a tuple from R; exists. To compute each
FD;, INCREMENTALF' D uses two linked lists (named Complete and Incomplete): Complete
is initially empty and will contain the result set F'D;, whereas Incomplete contains the tuples
considered at each step by the algorithm and is initialized with all tuples from R;. At each step,
INCREMENTALF'D extracts a tuple t; from Incomplete and checks if it is possible to join it with
additional tuples obtained from other relations. Here, a new tuple ¢ is added to Incomplete if ¢
is “join consistent” with the tuple ¢; previously considered, i.e., t and t; should share some (not
null) value on all common attributes; if a join consistent tuple is obtained that cannot be further
extended, it is added to Complete and can be immediately returned. The algorithm stops as
soon as Incomplete becomes empty.

Since INCREMENTALF'D can return results in an incremental way, it is of interest to under-
stand under which conditions the algorithm can be modified so as to efficiently compute the
top-k tuples according to a specific ranking function. It is demonstrated that in the general case
the problem is NP-hard (exponential in the number of relations to be joined), whereas it can be
solved in polynomial time when the value of the ranking function can be determined by looking
at most at a constant number c¢ of tuple components.
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5 Conclusions

The analysis of solutions available for processing queries in heterogeneous scenarios shows that
none of them can be directly implemented in the WISDOM project. This basically follows from
the observation that WISDOM needs novel query processing techniques able to satisfy both the
following requirements:

1. They should work by exploiting semantic mappings and without having a global (shared)
knowledge of all the available mappings in the network. This makes the WisDom approach
quite different from that of, say, Piazza (see Section 3.3.2).

2. They should take into account several aspects related to the relevance of both peers and
objects.

Thus, neither solutions developed for schema-based queries (but with no attention to relevance
issues) nor solutions proposed for relevance-based query processing (but with a minor emphasis
on semantic issues) are appropriate.

Consequently, a successful solution should properly make use of (at least) the following basic
“ingredients”:

Relevance Assessment: a preliminary step towards query evaluation is to properly under-
stand and model the various aspects that, in the WISDOM scenario, can influence the
relevance of both peers and objects. In particular, it has to be understood what it means
for a peer to “fit” better a query request, how several contrasting factors should be rec-
onciled (e.g., “quality” vs. “completeness” of results, response time vs. “coverage”, etc.)
and which ranking criteria are appropriate in the WISDOM context.

Content Summaries: relevance assessment necessarily needs some form of content summaries
in order to allow more accurate choices. Thus, it is important to understand how content
summaries should be built and structured within the WISDOM scenario in order to select
the most relevant peers and, by acting as routing indices, to direct the search to the most
relevant part(s) of the network.

Starting from these ingredients, effort should then be put in deriving efficient query evalua-
tion strategies, able to return (possibly incrementally) the “best” objects satisfying the query.
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