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Abstract. Research on data integration has provided languages and systems able
to guarantee an integrated intensional representation of a given seaaialirces.

A significant limitation common to most proposals is that only intensional know
edge is considered, with little or no consideration for extensional knowledg

In this paper we propose a technique to enrich the intension of an attribute with
a new sort of metadata: the “relevant values”, extracted from the dérilaues.
Relevant values enrich schemata with domain knowledge; moreovecdneye
exploited by a user in the interactive process of creating/refining a qlibey
technique, fully implemented in a prototype, is automatic, independent attthe
tribute domain and it is based on data mining clustering techniques andiegierg
semantics from data values. It is parametrized with various metrics fdasiy
measures and is a viable tool for dealing with frequently changing seurce

1 Introduction

Integration of data from multiple sources is one of the masueés facing the database
and artificial intelligence research communities. A commapproach for integrating
information sources is to build a mediated schema as a ssistbEthem. By managing
all the collected data in a common way, a mediated schemasatloe user to pose a
query according to a global perception of the handled infdiom. A query over the me-
diated schema is translated into a set of sub-queries fantiésed sources by means
of automatic unfolding-rewriting operations taking intccaunt the mediated and the
sources schemata. Results from sub-queries are finallyedriify data reconciliation
techniques (see [9, 1] for an overview).

Research on data integration has provided languages atairsyable to guarantee
an integrated representation of a given set of data soukcggnificant limitation com-
mon to most proposals is that only intensional knowledgeissidered, with little or
no consideration for extensional knowledge.

In this paper, we describe a technique for providing metadaiated to attribute
values. Such metadata represent a synthesized and mednirigfmation emerging



from the data. We call these metadata “relevant values’@splovide the users with a
synthetic description of the values of the attribute whiefer to by representing with a
reduced number of values its domain. We claim that such ratdade useful for query-
ing an integrated database, since integration puts togatitae same global class a
number of locakemantically similar classes coming from different sources and a set of
global attributes which generalize the local classes. Eguesntly, the name/description
of a global class/global attribute is often generic and fi$ could significantly limit
the effectiveness of querying. Let us suppose, for instatiha the user has a good
knowledge of a single source, say “S”, and that she/he isested in items whose
global attribute “A’ contains the word “x”, as of terminolp@f source “S”. The user
could completely miss the fact that in source “T” the word fgfers to a very similar
concept, and therefore a query with target “x” would retuntya partial result, w.r.t.
the contents of the global class. Moreover, ignoring theieslassumed by a global
attribute may generate meaningless, too selective or equasies. On the other hand,
knowing all the data collected from a global class is infelesior a user: databases con-
tain large amount of data which a user cannot deal with. A datastructure derived
from an analysis of the attribute extension could be of ghed in overcoming such
limitation.

This work is done in the context of the MOMIS (Mediator envin@®ent for Multi-
ple Information Sources) projéci4], a framework to perform information extraction
and integration from both structured and semi-structuraid dources, plus a query
management environment able to process incoming queriesgh the navigation of
the mediated schema. The MOMIS integration process gigestoi a Global Virtual
View (GVV) in the form of Global Classes and global attribaiaf the a set of data
sources. In [3], we proposed a partial solution to the seimantrichment of a GVV
by providing a semantic annotation of all the Global Classabe GVV with respect
to the WordNet lexical databaseand thus providing each term with a well-understood
meaning. Relevant Values will semantically enrich a GV¥¢eithey provide semantic
information about the data sources the GVV refers to. Maggaw [2] a first heuristic
for calculating relevant values was described.

In this paper we improve the approach proposed in [2], by idiog a flexible
parametric technique to deal with string attributes. 1tas @ severe limitation, as: (1)
data coming from web-site wrappers are generally repredemd strings; (2) several
techniques have been developed in literature for clugiarimeric values where it is
easy to define element orderings (see [8] for a survey). Thkadavas implemented in
a prototype calledRELEVANT (RELEvant VAlue geNeraTor) we describe in section 3.

The outline of the paper is the following: next section defitie technique to elicit
relevant values for a selected attribute, section 3 desdthib implemented prototype
and section 4 describes how relevant values may be exploitegierying data sources.
Finally section 5 sketches out some conclusions and futor&sy

4 See http:/iwww.dbgroup.unimo.it for more publications about the project.
5 http://wordnet.princeton.edu/



2 Eliciting Relevant Values from Data

There are several models for representing knowledge bésgsut loss of generality,
let us refer to the concepts of MOMIS. The Global Virtual Viewilt with MOMIS is
composed of Global Classes, with Global Attributes (GA)r Qoal is to extract the
relevant values of a GA. Each relevant value is describedriefesant value name and
a set of values of the attribute domain.

The idea is that analyzing an attribute domain, we may findeawhich may be
clustered becaustrongly related. Providing a name to these clusters, we may refer to a
relevant value name which encompasses a set of values. btonalfy, given a clas€
and one of its attributet, arelevant valuefor it, rv is a pairvA = (rvn™, values™).
rvr is the name of the relevant value set, whid¢ues™ is the set of values referring
toit.

Now we should answer two questions: how can we cluster theegalf the domain
in order to put together in a relevant value a set of valueshvhre strongly related?
How can we choose the relevant value names? The first questibhe answered
by means of clustering techniques, adapted to the probletmaod; the second will
require the intervention of the designer, but we will praith section 3.4, an effective
assistant.

Like most cluster tasks with non-numeric attributes, thabpgms are related to find
an effective representation of the points (i.e. the atteébtalues) in a space, and to
devise a suitable similarity function to be exploited by tiestering algorithm. The
technique we propose builds a binary representation oftttibuge values, and exploits
two different kinds of measure to build some structure ugmnftat set binary repre-
sentation: 1) thesyntactic similarity, mapping all the words of the attribute values in
an abstract space, and defining a syntactic similarity fandéh such space; and 2) the
domination measure, expressed by the root elements described latBucin measures
are automatically extracted: the manual annotation of attdbute value (e.g. with ref-
erence to a given ontology) would be a time-consuming arat-@none operation also
discouraged by the high number of values and the updatedregu

The similarity measures we propose are then used by a chgstalgorithm (in
RELEVANT the user may generate both partitions and overlapped d)istde clusters
of values produced are so far callsals of relevant values. The user may balance the
weight of the two different similarity measures.

2.1 The syntactic similarity

Terms related to the same object may have the same etymabaigghan share a com-
mon root: several similarity measures are based on this(elgathe Levenshtein dis-
tance and the other metrics derived from it). In the same waymay assume that
related attribute values share terms. By means of this mease group different at-
tribute values sharing common terms.

It is trivial to show that a term may be polysemous, i.e. it rbayused in different
attribute values with different meanings, especially irtrauord values. In our experi-
ence, the syntactic similarity alone could not be suffigient in conjunction with the
similarities described below, it provides satisfactorgulés.



2.2 Domination: the root elements

A similarity measure may be extracted from tBemination relationships between the
attribute values. Considering two attribute valagsanday, we say thaty dominates
ay if a1 is more “general” thamy. Any partial order on attribute values could be used
to define domination. On the basis of an analysis of sevetabdaes, we observed
that it is frequent to have string domains with values coredasf many words, also
with abbreviations. We observed also that the same wordraupgof words, may be
further qualified (i.e. specialized) with multiple wordsritany ways. For example, the
attribute describing a kind of production for a mechanicgkeprise may contain the
value “Mould” and the values “Mould ejectors, Mould engiriag, ...". Thus, we ap-
proximate the domination between attribute values, a seéoaroperty, with theCon-
tainsfunction, a syntactic propertZontainsis a function based on string containment:
Contains(X,Y) = true iff sem(X) D stem(Y), whereX andY are sets of words and
stem is astemming operator for word$’. Then we say that Y dominates X if it is con-
tained in X. The domination is a partial order and can be sapreed by an oriented
graph. Let us say, for instance, that an edge goes from théndting value (more
general) to the dominated one (more specific). The integratesigner should verify
how much the graph represents the general notion of a valog traore general” than
another, but in our experience the graph is usually sound.

Our idea is to exploit the domination for building clustefsvalues aroundoot
elements. A root element is an attribute value with only outgoing exlgethe domina-
tion graph, and can be taken as a representative of the ch@tgosed by the nodes
recursively touched by its outgoing edges.

3 TheRELEVANT prototype

RELEVANT is a software tool for calculating relevant values. Givirsgirgput a list of
attribute valuesRELEVANT generates a set of relevant values according to the designer
selections. Figure 1 shows tRELEVANT functional architecture, which is organized
into five blocks:

1. Data pre-processing two binary representations of the values of an attribuge ar
obtained with two matrices representing the different kinfisimilarity measure.

2. Similarity Computation : the designer selects how to measure the similarity (met-
rics selection) and which kinds of similarity are used (tiistactic similarity, the
domination measure or a combination of the two).

3. Clustering technique selectionwe implement some clustering algorithms to com-
pute the set of relevant values on the basis of the choices atastep 2.

4. Name selectionfor each group of values defined in step 3, a name representat
of all the values has to be identified.

5. Validation: we implemented some standard techniques to evaluatechyslity.
Additional work is necessary to go beyond the simple evalnaso as to provide
effective assistance to the designer in the critical taghashmeter configuration.

6 a standard operator in natural language processing.
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Fig. 1: TheRELEVANT functional architecture

3.1 Step 1: Binary Representation of attribute values

The RELEVANT starting point is the creation of two binary matrices, adawy to the
different measures introduced in sectioV?f andMTR.

The Syntactic Matching Table (MT) is a binary representation of all the values of
an attributeAt w.r.t. the universe of words considered (i.e. is the uniothefwords
included in the extension oft). Notice that multi-word attributes contribute to the
universe of words with multiple word$4T is typically sparse: for each row there is a
number of elements different from zero that is equal to thber of words contained
in the associated attribute, except for the stop—words.

The Root Elements Matching Table (MTR) shows the root elements associated to
the attribute values: each column of the matrix is a root el@nand the rows are the
attribute values.

3.2 Step 2: Similarity computation

Two tasks are executed in this step: the selection of theieadar computing the sim-
ilarity on the matrices created in the previous step and timeptitation of the affinity
matricesAM andAMR derived from the matching tabl®4T, MTR respectively.
Concerning the first task, the tool implements some of theicsstommonly adopted
in information retrieval (Simple Matching, Russel & Rao reee, Tanamoto Coeffi-
cient, Sorensen measure, Jaccard’s Similarity [11]). Dube sparseness of the binary
matrix, the Jaccard similarity metric, which only consgléne positive values in both
the attribute value representatiénss used in this paper and set as default.
Concerning the second task, two new matrices express thdliffepent affinity
measures calculated by applying the selected similarityicseonMT andMTR. The

7 Let us defineBy1 as the total number of times a bit is ON in both bit strinBg as the total
number of times a bit is OFF in both bit strings, dnds the length of the bit string, the Jaccard
metric is defined aB11/(L — Bop)



matrices are built as follows. Given a matd(AMR) a generic elemerd; j is ob-
tained computing the similarity between thexinde; rows of the matrixMT (MTR), on
the basis of the selected metrics.

Finally AM andAMR are linearly combined into the Global Affinity Matri@AM =
|gamk||. An elemengamy,, = Icy x amy + lcpm x amry, where the values dt, and
Icm are chosen by the designer such tlegtl ey, € [0,1] andlcy + ey = 1.

3.3 Step 3: Clustering technigue selection

The prototype implements two different clustering alduris: a classical agglomera-
tive hierarchical clustering algorithm performs a pastitiof the values set, a second
algorithm generates overlapping clusters (a variatiorhefdlgorithm in [5] is imple-
mented).

Thehierarchical clustering algorithm. A hierarchical clustering algorithm classifies
elements into groups at different levels of affinity, forigia tree [6]. The hierarchical
clustering procedure is applied to the matBAM. Once the affinity tree has been built,
clusters are interactively computed on the basis of the nigalaffinity values in the
affinity tree and a threshold-based mechanism for clustecten specified by the de-
signer. High values of threshold return small, highly fragred clusters. By decreasing
the threshold value, bigger clusters are generated.

The overlapping clustering algorithm. The algorithm is based on the technique de-
scribed in [5] and it is based on the idea of extending some afetvalues given as
input with other data set elements. In particular, the aligor starts from a set gfoles
P ={Py,...,A } whereR is a subset of the considered values setRnd; = {} Vi # j.
Then, a membership degree is calculated for each elemetihe oBlues set with re-
spect to each pole. Finally, by means of a specific similarigasure evaluating the
membership degrees, each element is assigned to one or alesespnilar to it.

It is trivial to show that the results are highly dependentioas heuristic used for
calculating the initial set of poles. Using the similariti@vailable in our specific model,
we implemented two techniques for calculating poles: ttst éine considers the results
of the hierarchical clustering as poles, the second oneidenssthe root elements as
poles. The results are different: in the first case the siitylaneasures assume a key
role; in the second case, no similarity measure is compuee the algorithm exploits
only the domination.

3.4 Step 4: Name selection

A relevant value name is typically the most general valueragrtbeval ues, i.e. given
a generiav; = (rvn;,values), rvn; is the most general value @élues. The simplest
way to detect a list ofvn; candidates is to use tl@ontains function. The designer may
select the most appropriate name among them.

3.5 Step 5: Validation

The results of clustering algorithms must be assessed wilitg measures. We imple-
mented a set of standard quality measures to support thgngesn the tuning activity.



As stated in [7], two main cluster validation methods cowddlefined: external criteria,
which are based on a comparison with a pre-specified clustetsre, provided by ex-
ternal knowledge (in our case human domain experts), aediat criteria, which are
based on quantities that involve the vectors of the datdneetsdelves. The measures we
consider are the following:

— countRV: number of relevant values obtained for the configuration;

— average, maxelements, variance the descriptive statistics over the number of
elements; in particular, average expresses the averageemwahvalues belonging
to a relevant value, maglements indicates the dimension of the largest cluster and
the variance shows the variance degree among the dimerdfitins clusters; for
values sets equally distributed on the domain rebements is close to the average
value and variance is low; the average value also gives andfithe effectiveness
of metadata representativity and "compression”, all tleenants included in non-
outlier cluster are represented by the associated relgaiu;

— percentage of outliers best results are when it is close to that of reference set;

— Rand Statistic index, Jaccard index, Folkes and Mallows inex [7]: compute
the closeness of two sets of clusters evaluating couplealoés that belong to the
same cluster in both the sets;

— silhouette [10](only if a hierarchical clustering algorithm is used): edhtes for
each object a silhouette value, which ranges from -1 (baldistered) to 1 (well
clustered); then, for each cluster calculates the averadgxj the global index in
the table is the weighted average over all the clustersydiag outliers;

— overlapping degreg(only if an overlapping clustering algorithm is used): icaties
the percentage of elements which belong to more than onearglealue.

Notice that the Rand, Jaccard, Folkes and Mallows indexagpace two different
sets of clusters. We use these indexes both to compaRBEhEVANT results w.r.t. a
reference set, and to compare the differences between figcedit parameter settings.
The reference set is provided by a domain expert or is a “dgaludsrd”.

4 Querying with Relevant Values

Thanks to the knowledge provided by relevant values, the hae two new ways of
formulating queries, according to two scenarios.

1. The user has only a general idea of what she/he is searfdvitagnd composes a
guery predicate for instance by selecting a vad@enong the relevant value names.
Note that instead of using the classical equality. e operator, we should con-
sider a new one, Sa§ELATED TO, taking into account the mapping between rele-
vant value names and values. Itis beyond the scope of th&s padiscuss such op-
erator, but a naive implementation could be to subst@titRELATED TO X wherex
is a relevant value name, wigkt IN (SELECTvaluesFROM METADATA.At WHERE
rvn="x’)

To give a flavor of the novelty of the approach, we should oles¢hat: (a) The
user seldom has a deep knowledge of all the integrated dathedist of the rel-
evant value names, elicited from data, is of great help iwidiog insight on the



value domain, and in assisting query formulation; (b) wthe base SQL predi-
cateAt LIKE '%x%’ we propose a rewriting of the query which is guided by the
semantics of clustering and string containment, and uses ak base tools, the
information retrieval techniques of stemming and stop word

2. The user knows that the result must include tuples satipfthe predicatedt =
v, but she/he is aware that, due to the integration procepkestwith values/
similar to v might also be relevant. In this case the query could be toamsfd
in a query of type 1 above by substitutidj= v with At RELATED TO rvn, where
v € values(rvn), or possibly with a disjunction of predicates like that,veolapping
clustering is used.

5 Conclusions and future work

In this paper we defined a new type of metadata, the relevdnévaf an attribute
domain. The experimental results evaluated by mearREhEVANT show that the
technique produce results close to the relevant valuesqadwy a domain expert. The
best results are obtained by applying the overlapping&tingg algorithms.

Future work will be addressed on improving the relevant eslselection by auto-
matically calculating some indicators for evaluating thmlify of the relevant values.
In this way, the designer may be supported in the parametégston. Moreover, we
will study the problem of the generation of the relevant gadet for multiple attributes
and that of quantitative evaluation of cluster quality ie tverlapping case.
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